A Survey of DHT Security Techniques

GUIDO URDANETA, GUILLAUME PIERRE and MAARTEN VAN STEEN
VU University, Amsterdam, The Netherlands

Peer-to-peer networks based on Distributed Hash Tables (DHTSs) have received considerable at-
tention ever since their introduction in 2001. Unfortunately, DHT-based systems have shown to be
notoriously difficult to protect against security attacks. Various reports have been published that
discuss or classify general security issues, but so far a comprehensive survey describing the various
proposed defenses has been lacking. In this paper, we present an overview of techniques reported
in the literature for making DHT-based systems resistant to the three most important attacks
that can be launched by malicious nodes participating in the DHT: (1) the Sybil attack, (2) the
Eclipse attack, and (3) routing and storage attacks. We review the advantages and disadvantages
of the proposed solutions and in doing so, confirm how difficult it is to secure DHT-based systems
in an adversarial environment.
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1. INTRODUCTION

The notion of a decentralized lookup service is very usefuhfiany distributed applica-
tions [Cai et al. 2004; Ramasubramanian and Sirer 2004by 2hnd van Renesse 2004;
Dabek et al. 2001; Rowstron and Druschel 2001b; Castro 208R; Stading et al. 2002].
Such a service provides the fundamental operdtiokup(k) which returns data associated
with a keyk. A common approach studied in the literature to implemeistfimctional-
ity is the use of structured peer-to-peer systems, also kresvdistributed hash tables
(DHTSs) [Ratnasamy et al. 2001; Stoica et al. 2003; Rowstrah@ruschel 2001a; Zhao
et al. 2004; Maymounkov and Mazieres 2002]. Examples ofayeol systems that rely on
DHTs include BitTorrent, the Kademlia-based KAD file shagrimetwork used by eMule,
MLDonkey and other compatible programs, peer-to-peercbeangines [Yang and Ho
2006; Tang et al. 2003], and botnets [Holz et al. 2008].

In a DHT, keys are distributed among a potentially very langenber of nodes. Each
node needs to know the identity of only a small subset of atleeles, such that a lookup
can be routed deterministically to the node responsibl&f®requested key.
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This limited view of the membership, while essential for fystem’s scalability, makes
it remarkably difficult to make DHTSs tolerant to the presewntenalicious and possibly
colluding nodes in an open environment such as the Intewietre mutually untrusted
parties are allowed to join the system. This limited knowledbout the system can be
exploited by malicious nodes to launch attacks that can comise the integrity of the
system.

Besides generic attacks such as those for (distributedjldefiservice and exploitation
of implementation bugs, which apply to any distributed egst DHTS present a number
of weaknesses specific to them. The most studied DHT attadkeiliterature are: (1) the
Sybil attack, where an attacker introduces a large numbleogiis nodes that can subvert
protocols based on redundancy, (2) the Eclipse attack,entherattacker tries to corrupt
the routing tables of honest nodes by filling them with refiees to malicious nodes, and
(3) routing and storage attacks, which cover various astagkere malicious nodes do
not follow the routing and storage protocols correctly,égample, by corrupting data, or
routing to incorrect or malicious nodes.

To illustrate, Figure 1 shows a typical organization of a DHifwhich each peer has an
m-bit identifier. (In the examplen =5, but normallym = 128 or larger.) In a DHT, peers
are responsible for keeping information on entities, wheaxeh entity has a uniguey,
drawn from the same space as peer identifiers. For examp&hond, all entities with a
key k fall under the jurisdiction of the peer with the smallestitiéer id > k. To allow for
efficient lookups of keys, each peer maintains a routingetétol which we return below).

When focussing on the application-independent core of DldMs can indeed see that
there are two major problems: creating malicious nodes swidting nodes from benign
ones. Creating malicious nodes is exactly what is done tir@Sybil attack, whereas
isolation is done by means of an Eclipse attack. Once makamdes have been installed
and benign nodes have been eclipsed, the real damage to thee@# can take place:
manipulating lookup requests by forwarding requests taaioais nodes in addition to
returning bogus results.

Apart from these, any application built on top of DHTs facpedfic security threats.
For example, file-sharing applications built on DHTs arenewéble to the introduction of
“poisoned data”, where seemingly correct but bogus filesrareduced in the system by
an adversary with the purpose of disrupting user downloasigreviously said, DHTs can
be used for building a wide range of applications which casuigect to an equally varied
set of attacks. We do not consider application-specifickstan this paper.

DHTs also have to deal with other issues that may be, but areewessarily, the re-
sult of an attack. One of the most serious is churn, whichistmef participating nodes
dynamically joining and leaving the system, requiring aitlons to efficiently handle con-
tinuous restructuring of the overlay in addition to mignagtdata. Another important issue
is the unequal popularity of the data stored in a DHT combimitd the unequal capacity
of the participating nodes, which can lead to load-balappiroblems. Related to this is
the possibility of flash crowds, where the popularity of sfle@dems increases several or-
ders of magnitude in a short time. There is a vast amounteyblitire related to the study
of churn [Castro et al. 2004; Rhea et al. 2004; Godfrey et@062Li et al. 2005; Blake
and Rodrigues 2003], load balancing [Zhu and Hu 2005; Rab 2083; Karger and Ruhl
2006; Godfrey et al. 2004] and flash crowds [RamasubramamdrSirer 2004a; Yu et al.
2005] in DHTSs.
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Fig. 1. The organization of a typical DHT, illustrating atka on the core functionality.

Issues that are inherent to all DHT deployments, but whiehigdependent of the as-
sociated protocols, such as churn and unbalanced loadselbasvapplication-specific
attacks, are out of the scope of this paper. In the same ligdhjo not discuss denial of
service attacks, which have been studied by Daswani [2004].

There have been several surveys that describe DHTs andg@peer (P2P) systems in
general. However, not many survey solutions to securityeissn DHTs. Sit and Mor-
ris [2002] explore the subject and provide general guidslinCastro et al. [2002] study
DHT security issues under a generic DHT model, and providigtisas using Pastry as
a representative of their model. Wallach [2002] discusse&la range of security issues
in several P2P systems, including Pastry, but does not eratenthe numerous proposals.
Srivatsa and Liu [2004] make an extensive quantitativeyamabf security threats in DHTs
and some of the defenses. Levine et al. [2006] summarizerglemgproaches to address
the Sybil attack in a variety of scenarios, but do not disamgsspecific measures. Reide-
meister et al. [2005] study security issues specific to CABtfiRsamy et al. 2001]. Dahan
and Sato [2007] criticize several practical aspects rélaidHT security as well as their
use in other systems that require security.

In this paper, we supplement these surveys by providing goeinensive overview of
the research in the area of DHT security, concentrating anemaus specific solutions.
We focus on proposed defenses against the aforementiotaettsgtdiscuss their advan-
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tages and disadvantages, and identify possible areasttweftesearch. To the best of our
knowledge, this is the first study in security for DHT-basgdtems that provides such a
comprehensive overview. Given the volume and quality ofrésearch in this area, we
come to the conclusion that developing secure DHTSs is a e frivial undertaking for
which acceptable solutions are still sought.

The rest of the paper is organized as follows. Section 2 givesverview of DHTS.
Section 3 discusses the Sybil attack. Section 4 covers tligsEattack. Section 5 dis-
cusses routing and storage attacks. Section 6 discusseseleawvity techniques have been
applied in deployed open systems based on DHTs, and Secsemvé&s as our conclusion.

2. OVERVIEW OF DHTS

DHTs are distributed systems composed of many nodes thdeingnt the operation
lookup(k) which returns data associated with a key The data typically contains the
network address of the node responsible for kelternatively, a DHT may implement
the operatiomoute(k) which simply routes a message to the node responsible ydt.ke

The most fundamental aspect of a DHT is the existence of a eomidentifier space
for both nodes and keys, with each Kewtored in the node with identifier closestko
according to some distance function.

In order to locate the node responsible for keya node forwards the lookup request
to another peer whose identifier is closerk@ccording to the distance function. All
nodes maintain links to a subset of the other nodes, thusifigran overlay network.
A lookup request is forwarded by nodes until no node is fouitd an identifier closer to
the requested key. In order to be scalable, the number of fiek node must be small in
comparison to the total number of participating nodes, argpically of sizeO(logN).
This partial view of the system makes DHTs scalable, but alakes them vulnerable to
malicious nodes that do not behave according to the prat@sobriginally set out.

There are many ways in which a DHT can implement these coscdfdr example,
Chord [Stoica et al. 2003] uses an identifier space congisfim-bit strings arranged in a
circle with points representing the integers from 0 #-21. The distance from identifier
X to identifiery is the clockwise numerical distan¢® —y) mod 2". Each node with
identifier x builds and maintains a routing table consisting of its imraedpredecessor
node on the circle, its immediatesuccessors, and a list of fingers consisting of the
nodes whose identifiers immediately succéﬁd 21'*1) mod 2", for 1 < j < m. Chord
provides logarithmic lookup time, and requires a logarithamount of memory per node.

Another popular DHT is Pastry [Rowstron and Druschel 200d@gh uses strings df
digits with baséb = 2P to identify nodes, wherp is an integer. The distance is determined
by the number of common prefix digits and complemented bywar&tproximity metric.
Each nodexmaintains a routing table withrows that contaitb — 1 entries each. Each row
r (1 <r <) contains links to nodes sharing the firigits with x, but with the(r + 1)st
digit being one of thé — 1 possible values other than the- 1th digit of x. In addition,
each node maintains a neighborhood set and a leaf set. Tgleboehood set consists of
theM closest nodes according to the network proximity metrid)evine leaf set contains
theL/2 nodes with numerically closest smaller IDs, andIti@ nodes with numerically
closest larger IDs relative ta. Pastry also provides logarithmic lookup time, and also
requires a logarithmic amount of memory per node.

One of the most widely used DHTs in real-world applicatianisademlia [Maymounkov
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and Mazieres 2002]. Like Chord, it usesbit strings as node identifiers. The distance be-
tween two nodes is determined by the application of the b#vw{OR operation on their
identifiers. This results in a metric similar to Pastry’s.like Chord and Pastry, Kademlia
maintains redundant links to same fractions of the ID spad&®. each 0< i < m, each
node in Kademlia keeps a list of links for nodes of a distaretvben 2and 2*+1 from
itself. The list can grow up to sizeand is called as-bucket. Links from ars-bucket are
selected to refer preferably to highly available nodes. otiklup a key, a querying node
choosesx nodes from its closest non-emphpucket, and sends them requests for their
closest known nodes to the target identifier. The queryirterselectsr nodes among the
responses and repeats the procedure until no nodes claber target are found. Data is
stored in thes closest nodes to a given key. Wher= 1, routing is similar to Pastry’s and
Chord’s.

Routing tables in Kademlia can be augmented with networlkiprity information,
which can be used to improve lookup performance.

3. SYBIL ATTACK

The Sybil attack was first studied by Douceur [2002]. It explthe fact thatin a distributed
system, remote entities are perceived as informationatadi®ons known aglentities If
the system fails to guarantee that each logical identitgreefo a single physical entity,
an attacker could create a large number of identities andrddenthe overlay network by
fooling the protocols and subverting mechanisms baseddumdancy. The Sybil attack
does not damage the DHT by itself, but can be used as a veadiftoially create a major-
ity of colluding malicious nodes in the overlay. Many DHT dr$es have been designed
under the assumption that only a reasonably low fractiohnodes are malicious. A Sybil
attack breaks these defenses by effectively increafsing

This attack is not specific to DHTSs, but it is important to stiidcause DHTs are vul-
nerable to it and the attack can be used to facilitate theutioeoof many other attacks. For
example, if there are many malicious identities in the sysiebecomes easier to pollute
the routing tables of honest nodes, and control the majofitige replicas for a given key.

The most important conclusion of Douceur’s study is that iR2&® system, having a
logically central, trusted authority to issue identitisshie only practical way to guarantee
a one-to-one correspondence between the identities anghtfsécal entities that operate
the participating nodes.

3.1 Castroetal.

Castro et al. [2002] argue that, as Douceur stated, the aabipal solution to node iden-
tifier generation is to use a trusted authority and rejectfany of distributed identifier
generation. They suggest using a set of trusted certifitatimhorities to produce signed
certificates that bind a random node identifier to a public &eg the node’s IP address.
They suggest including the IP address in the certificate abiths difficult for an at-
tacker to swap certificates between nodes it controls adaibsllow optimizations based
on minimizing communication delays. This type of certifieéntifiers works well with
DHTs such as Chord, Pastry, and Tapestry [Zhao et al. 2004grenvthe identifiers are
fixed. However, they are not suitable for systems such as GRdinasamy et al. 2001],
where the identifiers represent regions afi-dimensional space that change when new
nodes join. Also, IP-based schemes require special sokitidhen having to deal with
machines behind NAT firewalls.
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In order to prevent Sybil attacks, the authors propose tcentadifficult for an attacker
to obtain a large number of certified identifiers. One of tlseiutions is to charge money
for each certificate. Another is to bind node identifiers tal-gorld identities, but this
works only in systems that already have reliable authetiticgrocedures.

We believe that using certificates is the most effective miedeagainst the Sybil attack
as long as it is possible to have a trusted authority thatles @bdiscern if an entity re-
guesting a certificate is a Sybil attacker or not. The mairmathge of this approach is that
it provides flexibility over what the system considers a l'teatity. For example, a crim-
inal organization running a botnet has many physical nod#s different IP addresses,
but it is possible that it is considered as a single entityH®ydertification authority. On
the other hand, running such a trusted authority impliesdaniaistrative overhead whose
feasibility depends on the application and real-worldwinstances. Charging money for
the certificates would help fund the operation of the authamd limit the number of cer-
tificates that a malicious entity can acquire, but has thadidiantage that it can discourage
legitimate nodes from participating.

3.2 Dinger and Hartenstein

Dinger and Hartenstein [2006] propose a distributed reggisin procedure for Chord. Al-
though distributed schemes are known not to be totally Sysilstant, they use a number
of metrics to quantify a level of resistance. In their systeach virtual node calculates
its ID as a hash of its IP address and port number, and regigseif atr registration
nodes in the Chord ring. Theregistration nodes are computed using the hash of the IP
address and an integp(1 < j <r). Registration nodes maintain a list of registered virtual
nodes for each IP address and reject registration if the Buoflyegistered nodes for each
IP address exceeds a system-wide constanthey also modify the Chord stabilization
algorithm in such a way that it confirms the legitimacy of ttentifier, computes the ap-
propriate registration identifiers for the new node, andkb¢he correct registration of the
new node by asking the responsible registration nodes.elhtimber of positive replies
is greater tharjr /2], the new node will be accepted. If a new node joins succegsful
then it is also integrated in the registration process agistration data is migrated from
other nodes according to the standard Chord protocol. Thie lea of this system is to
implement an approximation of a trusted registration atityby assuming that a majority
of the non-trusted registration nodes will behave coryectl

In their simulation experiments, they use three measurgsiaotify the level of Sybil
resistance of their system. The first is the fraction of nialis identities with respect to
the total number of identities in the system. This value iswdated assuming that each
good participant obtains one identity and each malicioutigi@ant obtainsa identities.
They compared the theoretical value with the actual valuaioed in an experiment in
which the number of registered identities grows to around, 3Gth a Q02 probability
that a participant trying to join is malicious, and with paetersa = 2 andr = 5. Once
a malicious participant is accepted it tries to create asyn®ybil identities as possible.
Their result is that the fraction of malicious identitiesraeexceeds its expected value,
which for this experiment was approximatelyp892.

Their second measure is the probability dase registrationwhich they define as the
probability that a malicious node is accepted, given a ioacdf well-behaving nodes in
the overlay, and the parametersindr. The results show that this probability decreases
if r increases. Far =5 the probability is more than 0.3 with a fraction of 60% of bet
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nodes and drops to a near-zero value with 90% of honest nbdes= 12 the probability
is close to zero with 60% of honest nodes. For valuesgreater than 24 the probability
drops to zero with a fraction of honest nodes slightly gnetiten 40%. In all cases the
parameteais set to 1.

Their third measure of Sybil resistance is the fractioof well-behaving nodes nec-
essary to guarantee a probability of false registratios tean 0001. Their result is that
increasing the replication factodecreasew, butw converges to @ because at least 50%
of the nodes have to confirm the correct registration.

These results show that this approach provides a reasoleableof Sybil protection
by regulating the number of identities that a malicious Idrads can get. However, it
introduces the possibility of new attacks. For examplesier the case where a coalition
of malicious nodes introduces fake registration valuespiaential legitimate nodes by
repeatedly joining and leaving in such a way that the fakéstesgion values are moved to
good nodes. This would effectively reduce the probabilftg tegitimate node to join the
system, thus increasing the fraction of malicious idesgiin the system. Moreover, the
only notion of entity that the system allows is the IP addfes®refix), which is not very
useful if the adversary controls many IP addresses, songediaisy to achieve by assigning
many addresses to a single computer, or with a botnet. Afadihased schemes require
special attention when having to deal with NAT firewalls.

3.3 Wang et al.

Wang et al. [2005] propose a different approach to buildieguse DHTSs. They reject
using the IP address or payed certificates to identify noddsansider these approaches
impractical in a P2P environment. They argue that physiedliark characteristics can be
used to identify nodes. They introduce a concept calledprint for this purpose. The
net-print of a node is built using a node’s default router dierass, its MAC address and
a vector of RTT measurements between the node and a set ghdesi landmarks. This
is a form of self-certifying data, which can be verified by etmodes, making identity
theft difficult. The authors state that a machine may clainitipla identities in the same
subnetwork and launch a Sybil attack, but the scope of ttaslatvould be limited and can
be detected by challenging every identity with a unique catafional puzzle concurrently.

The main disadvantage of this approach is that changesworletonditions may cause
subsequent identity tests to fail. It is therefore necgsgatolerate a certain deviation
between the values reported by a node and the measureseazbiaithe verification, but
determining the appropriate tolerance requires a difficatte-off between security (which
demands low tolerance), and resilience to network condii@mnges (which requires high
tolerance). Another problem is that any change in the né&twa@asurement infrastructure
implies a change in the identities of all nodes. In additibis not possible to support
mobile hosts with this system.

3.4 Bazzi and Konjevod

Bazzi and Konjevod [2005] propose a Sybil defense based twonle coordinates. This
work exploits the fact that location is a physical propeftguatities that can help determine
their true identities. The model assumes that the participaodes form a-dimensional
Euclidean spac®&9 or a spheré&?. The distances in this space are assumed to approxi-
mately satisfy the metric properties of symmetry and triamgequality. It is also assumed
that the distance between two points in the space is a nogasng function of roundtrip
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delay between them. The proposed protocols distinguishypes of nodesbeaconsand
applicants Some applicants and some beacons may be malicious.

The two basic elements for the operation of the systengeometric certificateand a
distinctness testA geometric certificate is a set of distance values betweespalicant
and the beacons signed by both the beacons and the apphogedmetric certificate is the
result of the execution of a protocol that might require tbees (applicant and beacons)
to send and respond to probe messages as well as reportirgsthis to various beacons.
A distinctness test is a functidd : C x C — {true,unknowr} that assigns a value true or
unknown to a pair of geometric certificates. If the resultigf the entities are considered
distinct.

The authors present certification protocols for differattisgs, such as:

—Honest participants

—Non-colluding malicious applicant

—Multiple colluding applicants in a broadcast environment
—Multiple colluding applicants in a point-to-point envirment
—A fraction of colluding beacons

The main practical property of this approach is that theirtitness test introduces an
equivalence relation where nodes in the same class candatbeyuished from each other
using the test. This allows applications to implement meliable redundancy protocols,
for example, by storing replicated data in nodes belongindifferent classes. It should
be noted that this system does not aim to identify indivichales, but to guarantee that
identities in different groups are not controlled by the santity. A weakness is that an
adversary controlling real nodes in different groups casilgaeat the defense: identified
by the protocol as belonging to different groups, the nodesaatually controlled by a
single entity, which is the essence of the Sybil attack. Iditamh, the authors assume
that there is a unigue attainable distance between two n&dastical distance estimation
shows that this assumption may be false [Szymaniak et a#;282ymaniak et al. 2008]
and that considerable effort is needed to come to stablaaiss, if possible.

3.5 Bazzietal

Bazzi et al. [2006] propose a secure routing algorithm thatlee used to defend against
Sybil attacks. The main idea is to determine hop-count dsta to a set of beacons and
use these to tell nodes apart. Using hop-count coordinatebéen studied notably in the
context of wireless networks [Fonseca et al. 2005].

In this system, each node has a public-private key pair. Baakst node can be identi-
fied by a unique public key, while a Sybil attacker can havetiplel key pairs.

The proposed protocol for determining hop-count distahesstwo components: a pro-
tocol that allows a node to determine if another node is itgsjgal neighbor (that is, a
neighbor that can be contacted without intervention of laaohode), and a protocol that
uses key chains to enable a destination node to certify stauie to other nodes in the
network.

To determine if a destination node is a physical neighbds,assumed that a broadcast
mechanism to physical neighbors exists. The algorithmiaphases. First, a node sends
a random bit encrypted with the public key of the destinatiode. The destination can
then recover the bit by decrypting the message. In the squoask, the sender broadcasts
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a cleartext message and the destination can XOR the first thieanessage with the pre-
viously recovered random bit and resend the message babk &ender. This algorithm
can be repeated multiple times to arbitrarily reduce thégldity of a malicious node cor-
rectly guessing the correct answer. This allows the seddggtermine that the destination
is a physical neighbor, or, more formally, that one of its §ibgl neighbors has access to
the private key of the destination.

The second part of the protocol is to actually determine tmyat distances between
nodes. In this case, the main purpose of the protocol is teeptamalicious nodes from
reporting distances that are smaller than their actuawuiigts to a given destination.

The basic algorithm calculates distances towards a déstinaoded by construct-
ing a minimum spanning tree. Initially, the tree includedyod and the distance td
is infinite at all other nodes. Each member nodef the tree periodically advertises to
its physical neighbors its shortest known working patid tewith a message of the form
adv(BKy,dt,Hy), whereBKy is the public key of node, dt is a timestamp updated pe-
riodically at each node, anldy is a description of the path fromh to x using the chain
< dt,BKp,BKy,- - ,BKm,Co,C1,---,Cn >. In this chain,BK; are the public keys of the
nodes in the path frord to x, Cy is a self-signed digital certificate generateddyyandC;
are digital certificates for thieth node in the path, signed by tfie- 1)-th node in the path,
with C; signed byd. The distance fromt to d is the number of certificates in the chaig.

When a node receives an advertisemesd ( BKy, dt, Hx) from its physical neighbor
X, it checks if the timestamgt is recent and whether it allows reducigg path length.
If this is the case, it sends a reply messagkBKy, BKy,dt) to x, which is essentially a
certificate request.

Whenx receives pl (BKy, BKy, dt), it computes a certificat€, consisting of a hash of
the pair(dt,BKy) signed withx's private key. The certificate essentially means shac-
ognizesy as its physical neighbor of which a statement is septitban acknowledgment
messag@ack(BKy,dt,Cy).

Wheny receivesack(BKy, dt,Cy), it checks the certificat€, and, if correctly signed, it
updates its current path tbwith the hop-chain

Hy =< dtaBK07BKla"' ;BM7BKX7CO7C17"' 7Cm7CX >

which is theHy received in the advertisement message sent jth BKy andC, ap-
pended. After this is done; will periodically broadcast new advertisement messages
adv(BKy, dt,Hy) to its physical neighbors.

When a node stops receiving the periodic advertisement messagespdiientx in the
routing tree, it resets its distanceddo an infinite value and stops advertising its route to
d throughx.

This protocol tolerates malicious nodes without collusiout the authors have extended
it to withstand the following attack models: (1) Initial dadion of nodes, in which all ma-
licious nodes share some initial information (e.g., ineldéh a virus), but cannot commu-
nicate with other malicious nodes, (2) runtime collusioadjacent nodes, and (3) runtime
collusion of non-adjacent nodes, but in the absence of siolitbetween adjacent nodes.

The authors claim that nodes can be identified with vectorsisting of hop-count
distances to a set of beacons calculated with the previalesgribed protocol, since the
distances between nodes cannot be affected by maliciowesnprbvided the network has
enough redundant paths to ignore.

We observe that this solution can be relatively simple tolénmnt and looks very
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promising in wireless scenarios. However, it has not besteteexperimentally, so it
is unclear how effective it really is, especially in a dynamnvironment with frequent
changes in the network topology.

The implications of using this scheme in an overlay netwarkap of a wired network
are also not clear. If physical neighbors are defined as baigrin the same physical
underlying network link then it is possible that many papiting nodes have no physical
neighbors. On the other hand if physical neighbor meansthatle does not need to route
a message using other overlay nodes, then any node may leapedsibility to become a
“physical” neighbor of any other node.

3.6 Danezis et al.

Danezis et al. [2005] offer a method that uses social inféionao make routing in DHTs
more resistant to Sybil attacks. More concretely, they psepchanges to the Chord iter-
ative routing method so that it is less vulnerable to Syhdckers attempting to disrupt
routing lookup requests.

Their approach relies on tH®otstrap graptof the system, i.e., an initial overlay net-
work that connects designatattachmentodes that can be used by others to join the
network. They assume the bootstrap graph to be a tree. Thenieg is that the easiest
way for an adversary to add malicious nodes is to first comvanlegitimate node to admit
a single malicious node, perhaps using social engineaimjthen use the malicious node
as the entry point for adding a large number of additionalcktrs. Thus, the single good
node and the malicious node used as attachment point wilapp all routes from a good
node to a malicious node in the bootstrap graph.

The Chord protocol is modified so that, in addition to nodentdrers and addresses,
each node stores the path in the bootstrap graph from itseli¢h node it knows (fingers,
successor and predecessor). Another modification to thed@irotocol is that in lookup
requests the current hop does not return a single next-h ot all the nodes it knows
about, together with the bootstrap paths. Then, the regueah decide on the next hop
using either the standard Chord strategy (the node nuntigridasest, yet less or equal to
the requested key) or a strategy based on diversity. Theoparpf the diversity strategy
is to favor alternative paths that include nodes that ardnequently used. This is done
applying the following rule: The requester maintains adgsam with the frequency with
which each node in the network has been on the path of theesifar. This histogram is
referred to as &rust profile Then, for each possible next hop, the variation of the bistm
is computed, and the node chosen is the one that producesastaricrease on the trust
put on a single node. This is implemented by sorting in dediogrnorder the trust profile
for each possible node, then ranking the nodes by lexictigalty sorting the previously
sorted trust profiles, and choosing the smallest node irrdhis as the next step.

The diversity strategy distributes queries across the aritivying to avoid the bottle-
necks introduced by possible Sybil attacks. However, tiategy does not produce any
progress towards routing to the target node. For this redlsemuthors implementzgzag
strategy in which they use the standard and diversity sfiedealternatively. In a simula-
tion of 100 lookups in a system with 100 good nodes, the zigzeafegy outperforms
the standard strategy as the number of malicious nodes grawgzag produced better
results with as few as 50 malicious nodes. The case in whigte thre several malicious
attachment points was also studied. With 100 good nodes@hdhalicious nodes, zigzag
outperformed the standard strategy only if there were lems 80 attachment points. With
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200 malicious nodes, zigzag always outperformed the stdrafiategy, but the difference
decreases as the number of attachment points grows.

An additional modification to Chord that the authors tested w0 modify the way the
finger table is constructed. A fraction of the fingers is selédn such a way that they
produce the least increase to a trust profile created usfagmation provided by the suc-
cessor. A simulation experiment with 100 lookups in a sysiéth 100 good nodes with
one Sybil attachment point shows that both the standardigadg strategies benefit from
the new finger table.

This system appears to have several disadvantages. Fgatniclear to what extent the
logarithmic lookup times as provided by Chord are maintdin8econd, it increases the
overhead by requiring that each lookup step returns allhieigs plus the bootstrap paths.
Third, it assumes social relationships between parti¢cigamith an implicit capability to
detect if a node is malicious before joining. This requiratm@ay prove to be difficult
to maintain in practice, and it is unclear whether it will resarily lead to attacks against
only a few attachment points. Finally, the experiments vierged to simulated networks
with no more than 100 honest nodes, and it is not clear if tistesy can scale to larger
system sizes or with more attachment points.

3.7 Yuetal

Yu et al. [2006] propose a decentralized protocol based arcialsnetwork that tries to
limit the influence of Sybil attacks. In the social netwothg iedges of the graph represent
a human trust relation such as friendship. The basic assomriptthat a Sybil attacker can
create any number of identities and edges among the Syliifigs, but it is limited in
the number of edges that it can establish with honest nodeshware referred to as attack
edges.

The SybilGuard protocol partitions the nodes into groughshat the number of groups
that include at least one Sybil identity (Sybil groups) isibded by the number of attack
edges, independently of the number of Sybil identities.

Each node constructs its own partition of the network usipgogedure based on ran-
dom routes. Random routes are a special kind of random wadtevbach node uses a
precomputed random permutation as a one-to-one mappingifrcoming edges to out-
going edges. For example, if a node has 3 edggs, e; and uses permutatiqe,, es,e;)
then all routes in the system that come from edgavill use edgee, as the next hop.
Random routes have two important properties. First, oncerbutes intersect at an edge
in the same direction, they will merge. Second, the route$ack-traceable because the
permutation on each node is fixed.

Each node has a route of lengthfor each of its edges. The reasoning for defining
groups using random routes is that routes originating irhttvgest region of the network
are unlikely to include nodes in a Sybil region, since the hanof attack edges is small.
Note that it turned out that can be fairly large: 2000 for a one-million node network.

When a node wants to verify that another node is honest, tkshfor intersections in
their routes. A verifier nod¥ is said to accept a suspect ndslenly if at least half olV's
routes intersect with any @&s routes, meaning that most like§will belong to the same
(honest) region ag.

The authors provide algorithms for building the routes ireaahtralized fashion. Apart
from the routing table defined by the random permutationh) e@cle maintains two types
of data structures: registry tables and witness tables.plingose of these data structures
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is to prevent nodes from lying about their routes.

Each node has a public/private key pair and a symmetric kegdioh edge, shared with
the corresponding neighbor in the social network, preioascepted as friend through
social interaction. The distribution of symmetric keys @nd offline. Each node registers
with all the nodes in its random routes, and this informaisanaintained in registry tables.

Each node maintains a registry table per edge. ifthentry in a registry table for edge
e contains the public key of the node with a route that éas itsith hop. The procedure
to construct registry tables is very simple. Suppose oldas an empty registry table and
has a neighbaB connected via edge ThenA sends tdB (via a secure channel encrypted
with their shared symmetric key) a table within its first position. TherB sends its table
for edgex to its friendC via edgey. The registry table for edggin nodeC will have B
in position 1 andA in position 2. Since routes must be of siethewth entry is always
dropped when a node propagates a registry table to a neighbor

Registry tables allow nodes to register with peers in tradom routes, but nodes also
need to know which peers are on its random routes. This irdtom is maintained in
witness tables. Each node maintains a witness table forafaishedges. Théh entry in a
witness table for edgecontains the public key and network address ofithenode in the
route starting on edge The witness tables are propagated in a similar way to thetrgg
tables, but in the reverse direction.

The verification procedure uses these tables in the follgpwiay. When nod® wants
to verify a nodesS, it compares all ofSs witness tables with its own witness tables and
checks for intersections. Then, for each intersection nqdécontacts and verifies that
Sis registered withx. If the majority ofV's routes have verifiable intersections wih
routes, thersis considered an honest node.

When users and edges are added to or deleted from the sami@rkethe internal data
structures of the affected nodes must be updated as well.nifs¢ important change is
on the permutation-based routing table. In order to predeadtic changes in registry and
witness tables, the change in the routing table is increahefv add a new edge to a node
with d edges, the node chooses a random intédastween 1 andl + 1, inclusive, and
replaces the edge in positi&rof the routing table with the new edge, and puts the replaced
edge on position + 1. To delete the edge in positiknof the routing table from a node
with d edges, the node in positiahis placed on positiok and the table size is reduced
tod — 1. The churn is expected to be low, since social relatiorsship slow to change,
so the registry and witness tables are updated with the @gacof the corresponding
maintenance protocols. These tables need to be updatedvbely there are changes in
the social relationships.

The authors tested the system with simulations using Kezigib synthetic social net-
work model [Kleinberg 2000]. They tested networks of up @0D,000 nodes with degree
24. When no malicious nodes exist the results show that 98.86the nodes have at
least 10 intersections with a group siweas small as 300 (the protocol requires only one
intersection). They also tested the case with maliciougs@hdy attack edges. For the
million-node network, they varied from 0 to 2500. The results show that the probability
of all the routes remaining in the honest region is almosbaiv100% whemg < 2000.
Wheng = 2500 this probability drops to 99.8%. The probability thatreonest node ac-
cepts another honest node is 99.8% as well.

These results show that this scheme provides a reasonablefeSybil resistance re-
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gardless of the nature of the Sybil identities. Howeverrdtare several difficulties that
complicate its real-world deployment. First, it requirengine, trustworthy relationships
among the participating entities that are accurately reftem the system, a requirement
which may prove to be difficult to maintain. Second, it reggimechanisms to securely
establish these relationships in the system before th¢i@neaf links to other nodes ac-
cording to the rules of the higher level application (suchreessDHT protocol). Finally,

it forces each user to securely distribute and adminisaat#ferent symmetric key with
each of its friends in the social network. Whether these itimms can be met for actual
applications remains to be seen.

3.8 Yuetal

Yu et al. [2008] also proposed an update to SybilGuard c8lullLimit. Like in Sybil-
Guard, each node has a public/private key pair, each samexrtion has a unique sym-
metric key, and there are protocols for maintaining randomes and verifying nodes. The
SybilLimit random route protocol establishes permutati@sed routing tables identical to
SybilGuard’s. However, instead of using a single routifggaeach node must maintain
r = ©(y/m) independent routing tables, whamds the number of edges in the graph. Each
suspect nod8will execute an instance of the random route protocol fohesdts routing
tables. The protocol consists 8fsending its public keKs and a counter initialized to 1
on each route. Each receiving node will increment the cowntd propagate the message
according to its routing table, until the message reacheduew = O(logn) in nodeB,
through its edge with nodA. In this case, nod® records the keXs under the name
“Ka — Kg". This is known asSregistering its public key with the taiKy — Kg”. The tall
“Ka — Kg" is sent back tdS using the inverse route. Each verifier nadalso executes
independent instances of the protocol, the tails are piteadgoack to the verifier, b
does not register its public key at the tails.

When a verifieM wants to decide whether to accept a suspect i®afenot,V checks
that two conditions are satisfied: thetersection conditiomnd thebalance conditionThe
intersection condition consists in that the intersectibthe set ofV's tails and the set
of tails with whichSis registered must be non-empty. The authors show thatdhas i
instance of the Birthday Paradox and that havirg®(,/m) is necessary and sufficient to
have this non-empty intersection.

Having many random routes increases the possibility thatesmutes enter a region
controlled by Sybil identities. It can then be expected tivader a Sybil attack, the ver-
ifier tails that intersect with Sybil suspects’ tails (andgtbelong to routes that enter the
Sybil region) will be used more often in the verification pedare. In order to detect this
imbalance, the verifier will associate a counter to each fierytime a suspect satisfies
the intersection condition, the intersecting tail with tbeest counter will be selected and
compared wittb = hmax(logr, (14 Si_; ¢i)/r) wherehis a positive constant (the authors
useh = 4 in their experiments), ang are the counters for each intersecting tail. The sus-
pect is rejected i€min+ 1 > b, otherwise tnmin is incremented. The authors show that the
number of Sybil nodes accepted ¥yis bounded withirO(glogb) whereg is the number
of attack edges.

The procedure to estimataises denchmarking techniqu&very verifielV maintains
two sets of suspect nodes, a benchmarlksahd a test s€f. K is constructed by repeat-
edly executing random routes and adding the ending no#fe f6 contains the suspects
V wants to verify.r is initially set to 1, and is repeatedly doubled. For eacluealfr, V
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verifies all suspects ifi andK and stops when a high fraction (e.g., 95%) of the nodes in
K is accepted. This method is shown to never overestimatey,/m.

To confirm their theoretical results, the authors evalugtgl&imit with simulation ex-
periments using a synthetic network of 1 million nodes an® Hillion edges, generated
using Kleinberg’s social network model with= 10 andr = 10,000, and three real world
networks: Friendster with 932 thousand nodes and 7.8 mitidgesw = 10,r = 8,000;
LiveJournal with 900 thousand nodes and 8.7 million edges; 10, r = 12,000; and
DBLP with 106 thousand nodes and 626 thousand edgesl5,r = 3000.

SybilLimit provides an asymptotic guarantee@ifogn) Sybil nodes accepted per attack
edge, whera is the number of honest nodes. The experiments show thdtahislates to
between 10 and 20 accepted Sybil nodes per attack edge.

In general, this work makes similar assumptions to its predgor SybilGuard and thus
the same observations regarding the practical realizafitnese assumptions apply.

Lesniewski-Laas [2008] proposes to augment SybilLimitwrduting tables of size=
O(y/mlogm). The additionalD(,/logm) factor allows routing tables to be used f0(1)
DHT routing, similar to approaches described in [Gupta €2@03; Gupta et al. 2004].

3.9 Borisov

Borisov [2006] proposes to add computational puzzles tar€hoorder to defend against
Sybil attacks. The proposed scheme consists in augmerm@ngeriodic ping messages
every node sends to its neighbors with a sequence numbercmallenge. If node has
neighborsy1, Y, - -, ym, thenx will send eacthy; a sequence numbef® and a challenge
C,x together with each ping. The challengg, is defined as

o = H (Yl -+ [¥iml 0™ im0 o s )

whereH is the SHA1 hash functior| is the concatenation operatiant!) andcy, are
the sequence number and challenge in the last ping mezsageived from each, r,
is a random number chosenkyandc, _, is the challenge generated kin the previous
round.

Everyt time steps, each nodemust solve a puzzle based on the current value®f
andc, . The puzzle consists of finding a numisgg such that

H (XI1BKxl Iy 0 ) =

where the lasp bits of h are all zeros, an®K is x's public key. Solving this puzzle
requires brute-force evaluation of up t8 @andidate values fat, ).
When a neighboy; wants to confirm that, ;) was included in the computation Qfix,

x can respond with the valugs, ni), C o)) corresponding to all its other neighbors, as
well asc,_; andr, « together with the solutios, . Oncey; confirms thatc ) was
included in the computation af (, it can contact a neighbarof x and verify thatc,,)

is based orc x using the same procedure. It is possible fhateeds to use an older
challenge becausg,, may not have been propagated yet.

If the diameter of the overlay network & theny; can start fronc ) 4, andx can
prove that it has solved a challengg, _, that include<, ) 4, and any subsequent node
zin a Chord lookup can prove that it has sohad, |, which also includes, ;) .

The author proposes that every nod®mputes,  everyt time steps, which means that
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nodes must be fast enough to computdndshes in no more tharime steps. In this case,
the author shows that if a nodeeeds to perform a lookup that involves ngglg can start
with ¢ _4_o andy will be able to prove that it has solved a puzelg, |, which is based
oNnc,x_4_y and whose solution has been computed within thedasgt time steps.

In order to tolerate churn, Chord’s network maintenanceriigm is modified so that
entries in the routing table remain at ledst 2t time steps, even if better nodes are added
to the overlay within that period. In case of nodes leavihg dolution is to use suboptimal
entries in the routing table. The author points out that @Haas been shown to have a
high level of static resilience [Gummadi et al. 2003], witlhsptimal routing being able
to correctly route the majority of requests. Moreover, if-sertifying data is used, two
separate routing tables could be used, one without the diypab do verifications and
another one with the proposed algorithm, to be used only wlagm verification tests fail.

This approach gives a node the flexibility to choose its pmsiin the overlay, thus
making it easier to take advantage of load balancing alyost However, this flexibility
allows a relatively small fraction of malicious nodes toilgatake control of a certain
region of the overlay, potentially blocking access to dateesl in the attacked position.

3.10 Rowaihy et al.

Rowaihy et al. [2007] propose a hierarchical system basedoomputational puzzles to
defend against Sybil attacks. The system creates a tree\heeroot must be trusted and
reliable. The root allows other trusted nodes, such as ni@s, to join the system. These
in turn allow smaller providers, which in turn allow ordiyauntrusted users.

When a noda wishes to join the system it must start an admission sequbatstarts at
a leaf and ends at the root. Before joining the systegenerates a public-private key pair
and its identifier, with its identifier being a cryptographizsh of the public key. Then it
must discover a leaf nodeand solve a puzzle generatedyhywhich consists ok guessing
a random numbeR such thatH (BK|| T §|R) matches a value specified gywhereH is
the hash functionT Sis a timestampBKy is X's public key, and| is concatenation. Onoce
proves that it has solved the puzalegenerates a token that proves thablvedy's puzzle.
This token is signed using a symmetric key shared betweenly's parent node.

After solvingy’'s puzzle x contactg/’s parent, shows the token and solves another puzzle.
X repeats this process until it reaches the root node, whichiges a special token that
proves thatx has been admitted. This final token is signed using the rpoitgte key,
which allows all participating nodes to authenticate thesto

Oncex is accepted into the system, it is not included in the admiskierarchy until
it has been part of the network for a long time. When a nodeaspted to be part of
the admission tree, it uses an authenticated Diffie-Hellearhange with its parent to
establish the shared key used to validate intermediat@$oke

When a node that is part of the tree leaves the system grcéfinforms its children
and the one with more time in the network takes the place oitiie leaving. This
procedure is executed recursively in the children of théamgment node until a leaf is
reached. If a node leaves due to a failure, all its childrestmejoin the network.

There are two attack models of interest in this system: whemttacker is a member of
the tree, and when it is not. In the first case, the attackegeaerate tokens reducing the
number of puzzles that must be solved. This can be detectindiparent of the attacker by
observing the rate at which token requests are generatéte becond case, the only thing
an attacker can do is to slowly obtain identities. To coultitis, token expiration times are
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introduced. Once a node knows its token will expire, it cahegwther one beforehand. If
the attacker has identities, it will have to geh new tokens, which limits its capability to
maintain a large number of identities over time.

To protect the network during the startup process when therdew nodes, a startup
window is defined. During this time, the puzzle difficulty dgs progressively until the
normal difficulty is reached. This makes it more difficult fmalicious nodes to obtain
identities at the beginning.

The authors formally analyze the system in addition to ragsimulation experiments,
with the most important result being that the number of idiestan attacker can accumu-
late ismt/I, wherem is the number of real attackettsis the expiration time for tokens,
andl is the time needed to solve all the puzzles required to olt&iken from root node.
Experimental results confirm the theoretical results.

We observe that this solution can limit Sybil attacks, buthat cost of requiring the
equivalent of a centralized online certification authgnigfiable nodes at the top levels of
the hierarchy, and a continuous consumption of computieguees by honest nodes to
maintain their membership.

3.11 Margolin and Levine

Margolin and Levine [2007] propose a protocol callatbrmantwhich is based on game
theory principles to detect, rather than prevent, Sybdcks. Informant makes the fol-
lowing assumptions: (1) all participants (including Syibiéntities) are rational, (2) each
identity has a public-private key pair, (3) there is a cucsesystem that can be used to
implement economic transactions, (4) benefits and harnoeiased with participation in
the system can be expressed in terms of this currency, aldg®) is a reliable broadcast
mechanism.

In Informant there are some trusted nodes knowthedisctiveshat are assumed to follow
the protocol correctly. When the protocol is activated, tediive x broadcasts a signed
message that signals the start of an instance of the prospetifying an identifieirfor the
protocol instance, and the duratiorof the instance. Immediately afterwards, an auction
starts, in whichx broadcasts a message indicating the reviRitds willing to provide for
knowledge of a single Sybil relationship. If no responsesraceived int time units,x
can increas® and start another round, unRlreaches a maximum &)/2, with B being
the detective’s monetary benefit for learning about a Sytéitionship. If no responses are
received wheRreaches its maximum, the protocol ends. If sonfiermantnodey decides
to report a Sybil relationship between itself aadyet z it must report it tax together with
the payment of a security deposit@fmonetary units. Aftek gets the paymem, it pays
D+ 2R monetary units t@, and broadcasts a message indicatingytlaaidz are Sybils. 1fx
wants to learn more information about Sybils, it can stadther instance of the protocol.

The authors analyze the protocol under the following comist (1) there is either a
single Sybil attacker with multiple rational identitiesmo Sybil attacker at all, (2) Sybil
attackers can be eithésw-cost which reveal themselves with a rewad< B = 2R, or
high-costwhich reveal themselves with a rewaed> B = 2R, and (3) the detective runs
the protocol to decide whether to continue participatingooleave. They prove that the
detective will run the protocol unlegd — 6 + dy)B < dyH + 25(1 — y)R, whered is the
probability that a Sybil attack is taking plageis the probability of a Sybil being high-cost,
B is the benefit of participating in the application, afids the monetary value of the harm
caused by a Sybil attack. This means that this protocol iLi¢he expected harm from
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high-cost Sybils§dyH) does not greatly exceed the benBfjprovided by the application.

One problem with this protocol is that it may encourage Sghhckers that have no
interest in subverting the application protocols, but tai interested in being paid to
reveal their presence. In this case, the authors proposégithe protocol with frequency
and unpredictability such that the cost of maintaining ailSyptreeds the potential profits.
The authors also show that if there is a d&db enter each identity, havirig < E makes
launching a Sybil attack not profitable.

We consider that a game-theoretic approach is an integesty to address this prob-
lem, but it introduces a complex modeling problem. First,igitdl currency must be
established, and second, utility functions, benefits araiscmust be modeled in a way
compatible with the currency system. It is not clear thatbwitthese problems can be
solved in the context of a Sybil attack against a DHT-typéesygwhich is not the purpose
of the authors). It has been shown that these issues are aotorttee application of game
theoretic approaches to distributed computer systemsriargeand that they are difficult
to solve [Mahajan et al. 2004].

3.12 Discussion
Table | summarizes and provides a comparison of the defegsasst Sybil attacks.

Table I: Comparison of defenses against Sybil attacks.

Technique Authors| Advantages Disadvantages
Certificates signed Castro | Allows good control over | Introduces processing and
by a trusted etal. who is allowed to join the | administrative overhead.
authority, possibly] [2002] | system. Puts barriers to legitimate nodes
payed. trying to join the system.
Certificate revocation may be
costly.
Distributed Dinger | Does not put barriersto | Does not protect from attacks
registration. and enter the system. involving a large number of IP
Harten- | Decentralized. addresses.
stein The proposed protocols
[2006] introduce possibilities for new
attacks.
Use of physical Wang Does not put barriersto | Depends on network
network etal. enter the system. measurements that can change
characteristics to | [2005] over time for the same node, thus
identify nodes. failing to provide a consistent
identity.
Changes to the network
measurement infrastructure may
invalidate the identity of all
nodes.

Continued on next page
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Table | — Continued
Technique Authors| Advantages Disadvantages
Use of network Bazzi It can prevent Sybil attacks Does not prevent a Sybil attack
coordinates to and Kont consisting of a single node where the attacker controls a

group nodes. jevod reporting multiple sufficiently large number of
[2005] | identities, or many nearby| nodes in multiple network
colluding nodes. positions.
May require a trusted network
measurement infrastructure.
Use of network Bazzi Simple algorithms. Concept of physical
coordinates to etal. Hop-count distance is not| neighborhood not clear for
differentiate nodes. [2006] | used a stable node identiflegverlay networks.
but only to tell physically | Does not prevent a Sybil attack
separated nodes apart. where the attacker controls a
sufficiently large number of
nodes in multiple network
positions.
Requires appropriately placed
trusted beacons.
Use of bootstrap | Danezis| Does not put barriersto | Introduces significant overhead|
graph based on | etal. enter the system. Requires social relationships
social network. [2005] Decentralized. between participants.
Has not been shown to scale
beyond 100 honest nodes.
Use of social Yu et al. | Decentralized. Suitable only when a social
network. [2006] | Scalable to large number pfnetwork is feasible.
[2008] | nodes. Offline sharing of symmetric
Relatively low barrier to keys might be difficult in
entry. practice.
Simulation results show
good resistance to Sybil
attacks (improved in
SybilLimit over
SybilGuard).
Computational Borisov | Can effectively limit the Forces honest nodes to
puzzles. [2006] | number of Sybil identities | continually spend computing

that computationally limitedresources solving puzzles.

adversaries can generate
Decentralized.

Nodes can choose their ID,
which facilitates targeted attacks.
It may be difficult to select the

appropriate puzzle’s difficulty in
a heterogeneous environment.
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Table | — Continued

Technique Authors| Advantages Disadvantages
Computational Rowaihy| Can effectively limit the Requires a centralized online
puzzles generated et al. number of Sybil identities | trusted authority.
hierarchically. [2007] | that computationally limitgd Requires reliable nodes in the
adversaries can generate] upper levels of the certification
hierarchy.

Forces honest nodes to
continually spend computing
resources solving puzzles.
Nodes can choose their ID,
which facilitates targeted attacks.
It may be difficult to select the
appropriate puzzle's difficulty in
a heterogeneous environment.

Use of economic | Margolin| In principle, itis a Requires the implementation of

incentives (game | and decentralized solution. a currency, which may carry

theory). Levine significant security issues with it.
[2007] Introduces a difficult modeling

problem, since it requires
expressing all costs and utilities|
in terms of a currency.

Detects, but does not prevent
attacks.

As we can see in Table |, defenses against the Sybil attackdéd one of the following
categories: (1) centralized certification, (2) distrilsitegistration, (3) physical network
characteristics, (4) social networks, (5) computationaiztes, and (6) game theory.

Centralized certification [Castro et al. 2002] providesiiiest effective Sybil defense,
but it relies on two assumptions: that it is possible to sed gpntral certification authority
trusted by all participating nodes, and that such an authiiable to accurately detect
Sybil attackers. These assumptions are strong, but theyomesalized in certain contexts
such as registration-based services like Skype [Skypeted2008]; collaborative web
hosting [Pierre and van Steen 2006], where nodes may regiitea trusted broker; or
systems where credentials issued by a commercial ceritficatithority are acceptable.

A major inconvenience of this approach is that the cost ofitadiing the central author-
ity may be high, and it constitutes a clear target for attexkdaving an offline CA makes
attacks more difficult and reduces their impact, but it igaialy not a perfect solution.
In addition, centralized management of identities camiéh it the burden of certificate
revocation when identities are no longer valid for any reagmluding online detection of
a Sybil attack.

Distributed registration [Dinger and Hartenstein 2006khiles unable to fully prevent
Sybil attacks, tries to mitigate their effects while retaxithe assumptions made by cen-
tralized certification. The problem with decentralizedeggzhes is that, like DHTs them-
selves, they are susceptible to attacks because of thediniew of the system and the
lack of mutual trust among participating nodes. The apgrdgcDinger and Hartenstein
[2006], in particular, is susceptible to attacks where aenbds multiple IP addresses,
which is not difficult to produce.

Defenses that use physical network characteristics asthahthese characteristics are

ACM Computing Surveys, Vol. 43, No. 2, June 2011.



20 . Guido Urdaneta et al.

difficult or impossible to fake, and that Sybil attacks areniehed from either a single
computer, or a set of computers with very similar charasties. They can try to identify
nodes [Wang et al. 2005], or just differentiate nodes witfiigently different network
characteristics [Bazzi and Konjevod 2005; Bazzi et al. 2008ne advantage of these
methods is that they are transparent to participating naethey introduce fewer barriers
to entry for honest nodes. However, they require a trustéideimfrastructure to produce
network measurements, which introduces requirementsssitoithe centralized certifica-
tion approach. Since this infrastructure must be onlineyaly be even more vulnerable
than a certification authority to many targeted attackstieumore, an attacker could beat
this defense by controlling nodes placed at different gaplgical locations. It should also
be noted that stable network coordinates are difficult talpce [Szymaniak et al. 2004;
Szymaniak et al. 2008], which introduces a trade-off betwsecurity and resilience to
variable network conditions. This trade-off is especidifficult if network coordinates
are used to identify nodes.

Defenses that use social information [Yu et al. 2006; Yu €2@0D8; Danezis et al. 2005]
have been shown to be very effective at limiting Sybil atackn this approach, every
node acts like a small certification authority that is vergurate at identifying attackers.
The main disadvantage of this approach is that it requireicfgating nodes to form a
reasonably connected online social network. This is ptessdrealize in applications
that are inherently social, such as those that make usetahin®essaging. Similar ideas
have also been applied to file-sharing applications [Possvet al. 2007]. An important
disadvantage of the most effective social-based apprsasliigat they require offline sym-
metric key distribution among socially connected peersthei practicality of a procedure
to achieve this has not yet been established.

Computational puzzle approaches try to limit the numbeakéfidentities generated by
each physical attacker by having honest nodes request titlers to solve puzzles that
require a significant amount of computational resources itiba is that this limits the
capability of an attacker to generate multiple identitiBsuceur [2002] proved that this
kind of direct validation works only if all identities are Ndated simultaneously. Since this
isimpossible in a dynamic system where nodes can join ané Etaany time, the proposed
Sybil defenses [Borisov 2006; Rowaihy et al. 2007] requipedodic revalidation of all
identities. One disadvantage of this approach is that horeles must continuously spend
valuable computing resources to remain in the system, anddmplexity of the puzzles
must be selected such that the most limited honest node calrid& solve them and keep
some free capacity for other operations. It has been shostm#terogeneity in a practical
peer-to-peer system can be significant, with the most paiveoides having several orders
of magnitude more CPU power than the least powerful noded¢fgon and Fedak 2006].
Even more important, using computational puzzles alone am¢hing to control node
identifier assignment, which means that malicious nodes sebct their own identifiers
and thus control a region of the overlay with a relatively Bmamber of nodes.

Finally, game theory has also been proposed to deal withl &jtacks [Margolin and
Levine 2007]. Although intellectually appealing, this apgch has the fundamental prob-
lem that it assumes that each Sybil identity is rational. E\sv, Sybil identities are not
independent from each other; the only malicious entity thay be considered rational in
practice is the adversary. Itis not likely that an attacki#rgive away Sybil identities for
an economic reward, unless its specific purpose was to ghtasuveward, in which case
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the attacker would not be attacking the system that is beiogegted, but the defense it-
self. This awkward model shows the main difficulty of apptygame theory to distributed
systems, which is how to model the system as a set of playénanility functions. Most
game theory approaches use a currency to express utilitieghe utility for an adversary
and the costs for honest participants are generally too xpbe expressed with a single
number. Moreover, implementing a secure currency in a deadered system is subject
to many security issues, possibly including Sybil attatkesrselves. We believe that this
kind of approach has an interesting theoretical value, duiot likely to be effective in
practice to defend against a Sybil attack in a DHT.

4. ECLIPSE ATTACK

Nodes in an overlay network have links to a few other peerswonty referred to as neigh-
bors. If an attacker controls a sufficient fraction of thegidiors of correct nodes, then
some correct nodes can be “eclipsed” by the malicious ndides.attack is also known in
the literature as routing table poisoning. An Eclipse &ttz&n be used to facilitate other
attacks, especially routing and storage attacks.

Sit and Morris [2002] were the first to study this attack in doatext of DHTs. They
state that systems in which the neighbors do not have spemifiable requirements are
the most vulnerable to this type of attack. The easiest wagxpoit this weakness is
through incorrect routing updates. For example, as we agadan Section 2, the top levels
of Pastry’s routing tables require a common prefix of onlyw thgits. This increases
the number of valid identifiers that an attacker can supphndurouting table updates in
comparison to systems that impose strong constraints,asi€ord [Stoica et al. 2003].
This particular attack can make the fraction of maliciousies in routing tables of honest
nodes to tend towards one, since the number of sources dfimadientries can increase
with every update.

Another possible attack scenario is the subversion of thark proximity measure-
ment mechanism. For example, Hildrum and Kubiatowicz [2GD®w that an attacker
may reduce its apparent distance by using a colluder presarghorter route to forward a
spoofed response to a heartbeat message. Castro et al] §28@2hat the measurements
can also be subverted with indirection mechanisms such aderi®v6, or if the attacker
controls a large infrastructure, such as an ISP or a largeocation. It should also be noted
that, if one assumes that large-scale subversion of netprosimity measurements is not
possible, then network proximity can be used to help pretrenEclipse attack [Hildrum
and Kubiatowicz 2003].

Another obvious scenario for attacking proximity-basediBHis to place many mali-
cious nodes in each other’s proximity. From there on, theyezsily collude and attack
other nearby nodes.

An Eclipse defense can be considered successful if thedraof malicious entries in
the routing tables of honest nodes does not differ much flwerfriactionf of malicious
nodes in the system, as this is the expected fraction of fnaficentries in any random
sample of the nodes provided that identifiers are randomgigged. However, routing
using a single path may easily be unlikely to succeed. Fomei if f = 0.25 and the
path length is 5, the probability of successful routinglis- 0.25)° ~ 0.24, which would
be unacceptable in most applications. Hence, the rouihfptipdate protocols are always
complemented with some form of redundant routing, whiclhéshasis to defend against

ACM Computing Surveys, Vol. 43, No. 2, June 2011.



22 . Guido Urdaneta et al.

the routing and storage attacks that we discuss in Section 5.

The most common attack model used by the proposed soluoosd in which the
malicious nodes collude and try to maximize the poisoninifpefrouting tables of all hon-
est nodes by always supplying malicious references in théngtable update protocols.
However, this is not necessarily the only possible scendfir example, the adversary
may try to attack only a small subset of the nodes, a specificdeespecific rows of the
routing tables. The attacker may also try to disseminategming in a slow way, by at-
tacking nodes sequentially and behaving correctly modi®fime. None of the proposed
solutions are evaluated against these more subtle att@igh et al. [2006] discuss local-
ized attacks, which require an honest node to be surroundedlticious nodes in terms of
network distance. They state that defending against statkatremains an open problem.

4.1 Castro et al.

To defend against Eclipse attacks in systems that expltitork proximity, such as Pastry
or Tapestry, Castro et al. [2002] propose the use of twomgutibles. One table (which we
refer to as theptimized routing tableexploits the potentially vulnerable network prox-
imity information while the other (referred to as tierified routing tablg contains only
entries that can be verified and do not take into account mktp@ximity. In normal
operation they use the optimized routing table and resdheoerified routing table using

a secure routing primitive in case of failures. Pastry’snmalrrouting table entry at level

I and for domaird for a node with identifier contains a reference to a node that shares
the firstl digits withi and has the valué in digit | + 1. Since several nodes may satisfy
this criteria, the one with the shortest network distancseigcted. For example, in the
node with identifie26AE9, the entry(2,5) is filled with the node that has shortest net-
work distance among those whose identifier has the RBBXX. For each entryl, d), the
verified routing table of nodecontains the node with identifier closest to the point that
shares the firgt digits with i, has the valuel in digit | + 1, and has the same remaining
digits asi. Taking our example, the ent(2,5) of node26 AE9 will be filled with the node
numerically closest t@65E9.

The authors define a routing failure test to determine ifingivith the more efficient
network proximity-based routing table fails, and a secotding primitive to be used with
the verified routing table. We describe these in Section 5.2.

The authors did not perform any experiment to evaluate tieGer of this scheme.
However, as shown by Condie et al. [2006], attacks will pesgively poison the optimized
routing table. The result is that after some time, most ofrtheing would have to be
done using the verified routing table, with the additionag¢rtnead of first trying with the
poisoned, optimized routing table and the routing failest.t Under such a scenario, it
would be better to use only the verified routing table withurediant routing and discard
the routing failure test.

4.2 Condie et al.

Condie et al. [2006] propose a defense for the Eclipse abtaskd on induced churn. They
assert that the dual routing table strategy proposed by&estl. [2002] is vulnerable to
the fact that the poisoning in the optimized routing tabfelteto increase over time. Condie
et al. address this by periodically resetting the optimizading table to the contents of
the verified routing table, and use the optimized routindetéds perform lookups in most
cases. The verified routing table is used in conjunction vattundant routing in lookups
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that assist other nodes to join the overlay and to maintadrvérified routing table itself.
This approach is useful provided that the poisoning of théxdped routing table increases
slowly over time. To keep this increase slow, they limit thterat which routing tables are
updated, since this is the main source of this increase.

To prevent attacks exploiting knowledge of how routing ¢éstdre updated over time, an
unpredictable identifier assignment method is introdudgdeach reset, every node gets
a new random identifier, positioning itself in a differentipaf the identifier space. The
authors affirm that if good nodes move continuously, thea difficult for the malicious
nodes to attack them in the same way after every reset.

The system uses a trustéthed randomness servite obtain random numbers. This
service periodically generates a new random number plattedaisigned certificate that
includes both the number and the timestep at which it wasrgéssk When nodes update
their routing tables, they drop entries whose identifiersanggenerated using old random
numbers.

It is important that not all nodes churn periodically at theng time because this would
result in a very unstable and highly loaded system aroundltitgal churn time. It would
also move uniformly from less poisoned to more poisoneestathich can be exploited
by malicious nodes to select the appropriate time to attdckprevent this, the authors
define astaggered churnin which the set of nodes is partitioned into groups, witbrea
group churning at a different timestep. Churn groups areddfaccording to the prefix of
the IP addresses of the nodes.

Another optimization is the precomputation of the next mgistate before the reset.
This requires each node to know its new identifier beforequaring the reset. This pre-
computation allows a smoother transition when a node moves.

The authors evaluate their proposal by simulating a netwb80,000 nodes with dif-
ferent values for the fraction of malicious nodes. The rsssihow that their approach
significantly reduces the fraction of poisoned routing éadnhtries and increases the prob-
ability of successful routing. They measure the probahbdftsuccessful routing and show
that redundant routing with the verified routing table alaloes not provide any signifi-
cant benefit when the fraction of malicious nodes exceedsR@dting table reset without
redundant routing improves results significantly, but itie combination of both tech-
nigues that produces the best results. With a fraction of d5%malicious nodes, the
combined approach has a probability of successful routarglip below 1, while routing
table reset alone achieves a probability of approximat&$ @nd redundant routing alone
around 0.15. With a fraction of 25% of malicious nodes, thelbmed approach achieves
a probability of approximately 0.8, a routing table resatwtt0.3 and redundant routing
approximately 0.1.

This method seems to provide an adequate defense agaibstlihge attack. However,
the induced churn causes the stored data to be moved cdpstaaking the approach
more susceptible for storage attacks (which we discussatid®eb). For each churn epoch,
every data item is moved at least once, which makes the caeth@) per epoch, where
K is the number of stored keys. The authors study the overhiethe gystem, but only
consider the costs of updating and maintaining routingesbnd liveness tests among
nodes. For many applications, the overhead caused by mihérgys and their associated
data will dominate bandwidth consumption, especially ireplicated environment. In
addition the system has the administrative cost of an onilirged randomness service,
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which would likely introduce a centralized component thatymot perform appropriately
for all participating nodes.

4.3 Hildrum and Kubiatowicz

Hildrum and Kubiatowicz [2003] propose a solution for Pasind Tapestry that assumes
a trusted mechanism for measuring network distance (eygpifging). Their basic idea
is to fill each levell of the routing table with the closest neighbors in terms dfvoek
distance among the neighbors that share thelfidégits. The result is that each entry of
the routing table has threentries closest in network distance. For example, in a natte w
identifier26 AE9, the entry(2,5) is filled with ther closest nodes in network distance that
have the formr265XX.

The reason why this approach is resistant to an Eclipsekaitathe fact that if the
fraction of malicious nodes is sufficiently small, then itlificult for the malicious nodes
to be the closest in network distance to a large fraction@bthod nodes. The redundancy
introduced in the routing table makes this even more difficul

The authors test their algorithm in a simulation of 50,008e®with varying fractions of
malicious nodes that return information only about othelieciaus nodes. The underlying
topology used was a grid, where overlay nodes where chosanadom.

The results show that using a valuercf 3 with a fraction of malicious nodes equal to
50% provides a fraction of bad routing table entries of lasnt15%, and changingto 5
provides less than 10% of bad entries.

The main advantage of this system is its simplicity. Howeitedepends on trusted
and stable network distance measurements, and the autharg chention how these can
be implemented in practice. Moreover, the underlying gojdology used in the experi-
ments may produce distance measurements that are noticgaligractice. According to
Singh et al. [2006], this defense works only in small oveslehere nodes are sufficiently
separated.

4.4 Singh et al.

Singh et al. [2006] acknowledge the need for an Eclipse deftémat allows network prox-
imity optimizations, but they state that the defense preddsy Hildrum and Kubiatowicz
[2003] is practical only if all pairs of nodes are sufficignsleparated in the network, and
conclude, based on simulation experiments, that this defemay be effective only for
small overlays.

They propose a defense based on the fact that during an &dltfeck, the in-degree
of the malicious nodes must be higher than the average iredag nodes in the overlay.
Thus, one way to prevent an Eclipse attack is forcing honedes to select only nodes
with an in-degree below a certain threshold.

Another related attack consists of malicious nodes exiraugte in-degree of honest
nodes by pointing to them. Thus it is also necessary to boueiy @ode’s out-degree.

The degree bounds are enforced by a distributed auditingepso This system is im-
plemented by having each nodenaintain a list of nodes that haweas a neighbor. This
list is referred to as thbackpointer sedf x. Nodex forwards traffic only from nodes in its
backpointer set. Periodically,challenges its neighbors requesting their backpointer lis
If the response has more entries than the in-degree thresirol is not included, thex
removes the node from its neighbor set. A similar proceduepplied to the members of
X's backpointer list to ensure that their out-degree is betmthreshold and includes
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The only way this system can work is if the node being chakehdoes not know the
identity of the challenger. To achieve anonymity, nodesvéod their challenges through
intermediate nodes called anonymizers. Challenges asgltrandomly to complicate the
detection of the identity of the challenger.

When nodex wishes to challenge node the anonymizer is selected randomly among
the ¢ closest nodes to the hashy). Since node IDs are assumed random, the expected
fraction of malicious nodes in this subset is the same as#fotidn f of malicious nodes
in the overlay.

Since it is possible to have malicious anonymizers, theasthropose to label a node
as malicious if it answers less th&mut of n challenges correctly. With this approach, the
probability of an honest node to be considered maliciousdfpositive) is

II(Z;L(?) fr-i(g— gyl

and the probability that a malicious node passes the audétented is

k=1 /1y , ,
5 () 1+ a-netia-na-or-
=l

with ¢ being the probability of the malicious node answering thallehge and the ratio

of the size of the true set versus the maximum allowed. As amele, withn = 24,
k=12,r > 1.2, and assumind < 0.25, the probability of a false positive is around 0.2%
and malicious nodes are detected with a probability of &t |85.9%.

The authors evaluate their strategy through simulationthdir experiments the fraction
of malicious nodes is set to 20%. They first evaluate the tffmeess of an ideal degree-
bounding strategy independently of how it is enforced. Tdwuits show that when the
bound is tight, the fraction of malicious nodes in the rogtiables of honest nodes is 0.24
for all overlay sizes from 1000 to 20,000 with a degree bouridsaodes per routing table
row. If the bound is loose, this fraction grows significantlith the size of the overlay
(0.24 for 1000 nodes and 0.45 for 20000 nodes with a degremdbafiA8).

To evaluate the auditing technique they simulate a netwdtk2000 nodesy = 24 and
k =12. The degree bound is set to 16 per routing table row andooaater set row, with
malicious nodes having no bounds. At one random instantényetwo-minute period, a
node audits all its overlay neighbors. In a static membprshéenario, the results show
that every node in the system reaches an in-degree equalloov tiee allowed bound 16.
This means that the procedure is able to detect maliciouesitit violate the in-degree
threshold, and thus reduce the scale of the attack.

The experiments showed that the auditing technique is abteduce the fraction of
malicious entries in the first row of the routing tables tcslésan 30% and the general
fraction to less than 25%. These results are valid with statdmbership, as well as with a
churn of 5% and 10% per hour. For higher rates of churn, thetifna of malicious entries
grows with the churn rate. The results suggest that ther&&la-off between the fraction
of malicious entries in routing tables and the auditing.r&ifth respect to false positives,
the auditing scheme exhibited only a ffalse positive rate.

One advantage of this defense is that it does not assume ifteree of services that
are difficult to implement, and does not require cryptogsaptowever, the experimental
results show that the system is effective only when the ddgoend is small, which results
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in increased lookup times in the absence of attacks.

4.5 Awerbuch and Scheideler

Awerbuch and Scheideler [2006] propose a secure DHT scheahimtroduces the concept
of regions in g0, 1) identifier space. For each node that joins the overlay wightifierx,
thek-regionRy(x) is a portion of the identifier space of size closedttn from above that
containsx, wheren is the number of honest nodes. Routing is done from regioagmn
(for more details, see Section 5.10).

In this system, every time a new node joins the overlay, ks a fresh random iden-
tifier generated by a group of participating nodes using diable secret sharing scheme.
A malicious node could try to continuously join and leave shistem until it receives some
desired identifier. This allows an attacker to concentraa@ymmalicious nodes in one or
more regions, thus polluting routing tables of honest nodes

The defense against this type of attack is a protocol reddoas thecuckoo rule This
protocol establishes that when a new node joins the ovetlaypdes in thé-region of the
new identifier must leave the system and rejoin with new ramatentifiers. The authors
prove that this protocol guarantees that regions are bathindhe number of nodes within
a factor close t¢1+ € + 1/k), and that honest nodes are a majority in every region as long
ase < 1—1/k, wheree is such thagn is the number of malicious nodes.

In [Awerbuch and Scheideler 2007], the authors propose amsion to the cuckoo rule,
called thecuckoo&fliprule, which protects the overlay not only from join-leaviaeks, but
also from a combined attack in which the adversary is abletoove from the overlay a
limited number of honest nodes by means of a typical derfiskovice attack while a
join-leave attack is performed.

Inthe cuckoo&flip rule, whenever a nogléeaves the system, a randomly selected region
R where the nodg resides is flipped with a regioR randomly selected from the whole
ID space; that is, all nodes Rare moved tdR andvice versa Then, all nodes iR must
leave and join using the cuckoo rule.

A previous work by Scheideler [2005] presents a simple mitoalled thek-rotation
rule that can guarantee that if nodes are arranged in a niiygsequence ob(logn) con-
secutive nodes contains a majority of honest nodes. Howthisiprotocol does not take
into account the concept of nodes being laid out in an idensfpace and consequently is
unable to establish any kind of balancing in such a space.

Another previous work by the authors [Awerbuch and Scheid2004] proposes to
maintain malicious nodes spread at random locations indéatifier space by using a
distributed random ID generation scheme and enforcingéidiifetimes for participating
nodes, which results in a continuous churn similar to the@ggh by Condie et al. [2006].
This is combined with a Chord-like routing protocol, butlwihessages forwarded between
regions of nodes instead of simple nodes.

4.6 Discussion

The most basic defense against the Eclipse attack is toreom#he identifiers of nodes
that can be used in routing tables, as is done in Chord [Sagieh 2003]. This is valid
only if node identifiers are random and stable, and malicitades are spread over the
identifier space. To achieve these conditions, the simplggtoach is using stable node
identifiers issued by a central authority. As an alternatiwesrbuch and Scheideler [2006]
propose an approach based on inducing churn every time ajode assigning new
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random identifiers to the nodes participating in the churn.

On the other hand, using properties of node identifiers asdleecriterion to select rout-
ing table entries prevents performance optimizations sisgiroximity neighbor selection.
This type of optimization can be easily implemented in systdike Pastry because they
place weak requirements on the top levels of their routibigta The result is that many
nodes satisfy the identifier requirements, and network oreasents can be used to select
optimal neighbors.

The problem with this is that malicious nodes can easily firedrtway into the routing
tables of honest nodes by subverting routing table updat®@ols or network measure-
ment infrastructure. Condie et al. [2006] report that hgviB% of malicious nodes in the
overlay results in around 80% of malicious entries in stati@astry routing tables.

Most of the literature about the Eclipse attack is focusechtds defenses that try to
preserve network optimizations with Pastry-like routingles. The simplest approach is
probably the use of redundantrouting table entries [Hildeund Kubiatowicz 2003], where
it is expected that some the entries will be honest and thffisisat to allow successful
redundant routing.

Another approach is to combine optimized routing tabled wiinstrained routing ta-
bles [Castro et al. 2002]. The main drawback of this appréattiat the optimized routing
table will be progressively poisoned, and the constraimddetwill eventually be used
most of the time, with the extra overhead of using a poisoabtetand a complex failure
detection procedure.

Condie et al. [2006] propose to augment this method by fgreach node to periodically
leave the overlay and rejoin with a new identifier and twolinesiting tables, one of which
will be optimized until the node has to rejoin again. Thisimitar to the approach by
Awerbuch and Scheideler [2004].

Another way to defend against this attack is to control theber of incoming and
outgoing links per node. The reasoning is that the degreeatitimus nodes is expected
to be greater than the degree of honest nodes. The appro&ihdiyet al. [2006] has the
advantage of being fully decentralized, but it requireslsdegree bounds which results
in an increase of the lookup time in the absence of attacks.

It can be seen that defending against the Eclipse attachvewa trade-off between
performance and complexity. Moreover, an Eclipse defeasebe considered successful
if it can guarantee that the probability of a routing tablé'gbeing malicious is equivalent
to the general fraction of malicious nodes in the overlayiclwimeans that these techniques
are not enough to guarantee proper operation of the DHT sitiey are combined with
other mechanisms such as redundant routing.

Table Il summarizes and provides a comparison of the de$easginst Eclipse attacks.

Table Il: Comparison of defenses against Eclipse attacks.

Technique Authors| Advantages Disadvantages

Constrained routing | Stoica | Simplicity. Prevents performance

tables. Entries are etal. Effective against Eclipse| optimizations based on

chosen based solely o{2003] | attacks by definition. network measurement.

node ID. Requires stable random node
identifiers.

Continued on next page
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Table Il — Continued
Technique Authors| Advantages | Disadvantages
Region-based Awerbuch Guarantees that maliciolisComplex algorithms.

nodes via anonymous
auditing.

implement.
Does not require

cryptography.

optimized routing tables only
when the degree bound is
small. This results in an
increase of the lookup time in

redundant routing and nodes are spread over theLikely to prevent
tables, consensus-basesichei- | ID space and thus do not performance optimizations
node ID assignment, | deler pollute region-based based on network
and on demand churrj [2006] | routing tables. measurements.
when nodes join. Does not depend on stable
identifiers.
Use of two routing Castro | Does not assume the Does not address the issue qgf
tables. One optimized et al. existence of services thgt progressive poisoning of the
with network [2002] | may be difficult to optimized routing table.
measurements and the implement. The routing failure test is not
other constrained and very accurate, is sensitive to
used in case of a test nontrivial parameters, and is
failure. vulnerable to attacks.
Requires stable random node
identifiers.
Resetting of optimized Condie | Limits the progressive | The induced churn introduces
table entries and etal poisoning of the optimizeda significant overhead.
continuous induced | [2006] | routing tables. The routing failure test is not
churn. very accurate, although this is
mitigated with the resetting o
routing tables.
The administration of the
trusted randomness service
may be difficult in practice.
Use of redundant Hildrum | Simplicity. Depends on trusted and stable
routing table entries | and network distance
based on network Kubia- measurements, which may be
proximity. towicz difficult to implement in
[2003] practice.
Control of the Singh Does not assume the Experimental results show
in-degree and etal. existence of services that that the system effectively
out-degree of overlay| [2006] | may be difficult to limits the poisoning of the

the absence of attacks.

5. ROUTING AND STORAGE ATTACKS

Sybil and Eclipse attacks do not directly disrupt the DHT, they can be used as a vector
to permit or amplify future attacks. Such attacks may attetmprevent a lookup request
from being successful. For example, an attacker may refufseward a lookup request. It
may forward it to an incorrect, non-existing, or maliciousle. Finally, it may pretend to
be the node responsible for the key. Another possibilityafoattacker is to route requests
correctly, but deny the existence of a valid key or to providalid data as a response.
These attacks are generally classified as routing attadkshvry to disrupt routing, and
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storage attacks, which attempt to provide bogus responsgsetrries. In this section we
study several solutions that have been proposed to deathisttype of attacks.

5.1 Sit and Morris

Sit and Morris [2002] were again the first to study these &fa®hey proposed a general
solution based on three techniques. The first one requiresdaterative routing so that
the requester can check the lookup progress and detect dessizch as responses that
get “far” from the requested key in overlays such as Chordtriand Tapestry. Second,
one should assign keys to nodes in a verifiable way, so thatdffiicult for a node to
claim responsibility for a specific key. In systems whereskage assigned to the closest
node in the identifier space, it is enough to derive node ifierst in a verifiable way. The
authors cite as an example the method used by Chord, in whéckdéntifier is based on a
cryptographic hash of its IP address and port number. Tthigy, propose to use identities
based on public keys. This solution allows other nodes takcttee origin of messages and
the validity of their content.

Regarding the possibility of attackers refusing to servetore keys, Sit and Morris
assert the need for replication and provide some generdétinés, but no specific defense
mechanisms. Namely, replication must be implemented ih sueay that no single node
is responsible for replication or for facilitating accessdtte replicas. Instead, all the nodes
holding replicas must ensure that the required number diteegis maintained at all times.
Clients must consult at least two replicas in order to be efitiee lookup results.

The main contribution of this work is that they present theusity issues affecting DHTS
and provide guidelines to address them. However, the peapgsidelines are not specific
enough to result in the construction of a secure system.

5.2 Castro et al.

Castro et al. [2002] propose a replica function that mapsyadenultiple nodes. In the
case of Pastry, a keyis replicated to the members of the leaf set of the node resiipien
for k according to the standard Pastry protocol.

The authors reject the use of checked iterative routingumecd doubles the cost with
respect to recursive routing, and, to be effective, it reepitests at each hop. Their ex-
periments show that the possibility of false positives ieséhtests adds 2.7 extra hops on
average to the routes without significantly increasing ttudability of successful routing.
As an alternative, they propose a secure redundant routingtipe for Pastry that takes
a message and a destination key, and ensures with high fliitbtdat at least one copy
of the message reaches all correct replicas. As describ®ddtion 4.1, they implement
this by using two routing tables: an optimized table buiking network proximity into
account, and a verified routing table.

They normally use the optimized table, and resort to redonaeting with the verified
routing table when optimal routing fails. They introduceoating failure test to decide
if optimal routing failed. This test compares the averagatticed, between consecutive
node identifiers in the set of replicas returned by the lookitip the corresponding average
distanced,, for the neighbor set of the requester. A result is rejecteld # dp x y, where
y is a constant that controls a trade-off between the proibabfifalse positives and false
negatives.

This test, however, is subject to a number of attacks, mdsthihg anode suppression
attackin which the adversary has enough malicious nodes near tigeser the receiver,
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and makes its nodes close to one of these locations whenmtles leave, thus altering
the average distances measured by the test and increafieg thie probability of false
positives or false negatives. The attacker can alterndtedea the two modes, making
detection of this attack even more difficult. The authorssiamulations targeting a prob-
ability of false negatives of.001, and show that for a fraction of colluders equal 18, 0
usingy = 1.23 and 256 samples to compute the distances in the test,ghk iethat the
probability of false positives is.@7 under a node suppression attack, ad@ @vithout the
attack.

Redundant routing is implemented by sending copies of tresage over diverse routes
to the different replicas of a key. This is straightforwafdhe replicas are distributed
uniformly over the ID space, but it is not sufficient if the lieps are in the neighbor set
of the node originally responsible for the key. In this cabe, lookup is sent through
different members of the sender’s neighbor set using théerouting table. Any honest
node that receives the message and has the node respoositile key in its neighbor
set returns its own ID certificate (issued by a trusted ceatifon authority). The sender
collects the certificates and makes allistith thel /24 1 nodes numerically closest to the
key on the left and on the right and marks thenparding After a timeout, or after the
responses are received, the sender sends thettishe nodes i marked apending and
marks them aslone Any honest node that receives the list sends the originabage to
the nodes in its neighbor set that are ndt,ior it sends a confirmation to the sender if there
are no such nodes. As a result, the sender collects new cateii updatds, and sendg
again to all nodes marked pending The definitive replica set is computed frdnonce
the procedure has been executed three times, or all nodldsave sent a confirmation.

The authors state that with this procedure, the probaloifitgaching all correct replicas
is approximately equal to the probability that one of theyimal r messages is delivered
through a route without malicious nodes, which{1s- f)1*1°%N whereb is the base for
node identifiers,f is the fraction of malicious nodes, amlis the expected number of
nodes in the overlay. It is not specified how to verify the gniy of the replicas, but this
can be accomplished using techniques such as majoritygvotin

A measure proposed to reduce the use of redundant routintpaadtiress storage at-
tacks, is to useelf-certifying datathat is, data whose integrity can be verified by the client
with mechanisms such as digital signatures. This allowslieat to resort to redundant
routing only when the integrity check fails or there is nop@sse. The technique can be
extended to mutable objects by storigipup descriptorsn the overlay. A group descrip-
tor for a data item contains the public keys and IP address® dtem'’s replica holders,
and it is signed by the item’s owner. To maintain consistetieyauthors propose to use a
Byzantine-fault-tolerant replication algorithm, suchB4sT [Castro and Liskov 2002].

Note that the number of redundant paths may be large becaisgla malicious node
completely invalidates all the paths in which it is includedildrum and Kubiatowicz
[2003] show that to make the probability of successful mgita constant, the number
of paths must be polynomial in the number of nodes, and thismxder the assumption
that all paths are independent, which is not guaranteeddditian, the performance is
highly dependent on how frequently the optimized routifdgds used. The routing failure
test itself depends on the accuracy of the returned distsamd@ch may be controlled by
malicious nodes and can thus lead to a significant increasglohdant routing. Moreover,
as we have seen in Section 4, under an Eclipse attack theipptimouting table is easily
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poisoned to the point that the expensive redundant routibh@p@used most of the time.

5.3 Hildrum and Kubiatowicz

Hildrum and Kubiatowicz [2003] show that the multiple pafipeoach proposed by Cas-
tro et al. [2002] has an asymptotically low probability otsass. Using the formulation
from Castro et al. [2002], the probability that altoutes fail is more than

(1— (1- f)”'ogon) "~ exp(—r : nlﬂl%?)

wheref is the fraction of malicious nodes ahds the base for Pastry-like node identifiers.
To make this a constantmust be a polynomial in the total number of nodes.

The authors propose two techniques for fault-tolerantinguising iterative routing as-
suming a trusted network proximity measurement servicemasationed in Section 4.3,
each entry in the routing table stores not one neighbol, ud(logn).

With the first proposed technique, the request starts witstaf r leveld nodes. The
requester contacts each node and requestsrthiisest leveld + 1) nodes. The requester
then removes duplicates and measures the network dis@mtieertiemaining nodes, selects
ther closest and repeats the first step until there are no nodée ateixt level, which
happens when the key is found. This results wide paththat has the property that it
requires a message to reach only one good node at each lekiel dth.

With the second technique, the first step is to select alld@ve 2) nodes from the level-
| nodes (they prove that with high probability there is atieaee such node), then request
the level{| + 1) nodes from the leve(t + 2) nodes, and then pick the closesbf these
level{1 + 1) nodes to be the definitive set of lewgH- 1) nodes. These steps are repeated
until the key is found.

The authors analyze both solutions and conclude that theafgerithm is simpler and
more practical, but its analysis is more complicated ang bolds whenfc? < 1, where
c is an expansion constant of the network such tlat b. The analysis for the second
algorithm holds for any value df.

The authors test the first algorithm in a simulation of 50,008es with varying fractions
of malicious nodes that always produce bogus responsesurderlying topology used
was a grid, where overlay nodes where chosen at random.

The results show that using a valuerofE 3 with f = 0.3 provides a probability of
successful routing of greater than 0.9. Using 5 andf = 0.4 provides a probability of
success greater than 0.95.

We observe that this scheme has the advantage of simphgcitythe wide paths give
much greater fault tolerance than multiple paths withoatifaing the benefit of network
proximity. However, the system depends on secure and stebleork distance measure-
ments, which may not be readily available in practice. Mwegpthe underlying grid
topology used in the experiments may produce distance mexasuts that are not realis-
tic.

5.4 Sanchez et al.

Sanchez Artigas et al. [2005] propose a methodology toraedgainst routing attacks by
augmenting existing overlays with independent paths. peddent paths are presented as
an alternative to multiple non-independent paths like ¢fm®posed by Castro et al. [Cas-
tro et al. 2002] because a single malicious node is able @idate only one path, while
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in the non-independent case, it is possible for a maliciaaterio disrupt multiple paths.

The authors applied their methodology to build Cyclone,chtis based on Chord. Cy-
clone partitions the nodes so that the finger tables of a nod&ain links only to other
nodes that share therightmost bits of then-bit identifier. The result is that the system
is divided intor = 2™ P independent Chord rings. The successor lists do not hasge thi
restriction and can be used as the first or last hop in a lookbp.independent paths are
realized by routing through threindependent Chord rings.

The authors tested Cyclone on simulation experiments. Tilrgycompared the average
path length of Cyclone with standard Chord in networks fr&8 tb 1024 nodes and found
that both exhibited nearly the same average path lengths.

Their second experiment evaluated the resiliency of Cyelfinmalicious nodes. A
lookup is considered to have failed if no messages arrivh@atdestination from the
independent paths. The results show that the probabilitpakup failure decreases as
the number of independent paths increases. For exampll, 00024 andr = 8 with a
fraction of 30% of malicious nodes, Cyclone failed 15% of tequests, while standard
Chord ¢ = 1) failed 70%.

This approach has the advantage that it leverages existotggols to defend against
routing attacks. The required number of paths may be highuseca single malicious
node invalidates the path in which it is included. This systbowever, provides an im-
provement over multiple non-independent paths.

The definition of successful routing used in the experimsniseful only in applications
where the delivery of the message to the wrong destinati@s dot result in corruption
of the application data. However, the topology is suitablee extended to defend against
storage attacks by modifying the routing algorithm to makanare of multiple replicas
and verification mechanisms such as majority voting.

5.5 Ganesh and Zhao

Ganesh and Zhao [2005] propose a defense against an attaeck ainintermediate node
along a lookup path maliciously claims to be responsibletii@ requested key. They
refer to this attack as thidentity attackand propose a solution for DHTs with Pastry and
Tapestry-like routing tables.

The defense is based axistence proofswhich are signed certificates that prove the
existence of nodes in some range of the identifier space. \dhesde makes a lookup
request, it can use a hamespace density estimate to degeifrttie node claiming to be
responsible for the key is likely to be telling the truth. Btnthe querier estimates the
prefix the responsible node should share with the requestgdakd send a verification
request to proof managers responsible for that prefix. Ifteebaode exists, it will have
signed a recent certificate that allows the the querier tdirrothe existence of the attack.

To implement existence proofs, an offline certification autly distributes to each par-
ticipating node public-private key pairs correspondingach prefix included in the node
identifier. For example, nod2AF3 would receive key pairs for prefixes 2A, 2AF and
2AF3. Periodically, each node publishes existence proofs $opriefixes signed with the
corresponding private key to a number of proof manager notles proof managers for
a specific prefix are the participating nodes responsiblefbash of the concatenation
of the prefix together with salt values. For example, for gréf\F3, proof managers
could be nodes responsible fd(2AF3 — 1), H(2AF3 — 2), H(2AF3 — 3), whereH is a
cryptographic hash function.
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To detect if a lookup response is suspicious, an honesteughrecks its local routing
table to find the longest prefix column that has all its entfilg=d. If the length of this
column is greater than the common prefix of the requested kdytlze identifier of the
response node, the response is considered suspicious eagdie¢hier searches for exis-
tence proofs of nodes with a longer common prefix by queryigcorresponding proof
managers. If proofs are found, the existence of an attaakirmed.

Reporting existence proofs for all prefixes can be expen3iweeduce this cost, nodes
produce proofs only for prefixes in trmuspregion. The cusp is a region of a node’s
routing table with a mixture of empty and nonempty entrielse &uthors show that, with
high probability, the cusp has a size2 independent of network size, and use a cusp size
of 3 in their experiments. The start of the cusp is defined tthbdirst routing level that
contains an empty entry. For example, if the first routinglenvith an empty entry for
node2 AF3BCL11 is the routing level corresponding to prefAF, the node will produce
existence proofs corresponding to prefied-, 2AF3 and2AF3B.

The authors evaluate this system with a variety of simufa¢ioperiments and measure
its effectiveness using two metrics: ttregger rate, which measures how often an attack
triggers a verification; and theerification rate which measures how often an attack can
be proved. Their results show that the verification rate 824 all experiments, but false
positive rates were not measured. With an attack model wimnatesious nodes disturb
all possible lookups, including verification requests ane touting of existence proofs
en route to proof managers, but without churn, the verificatate is above 90% in a
network of 4096 nodes with 20% of malicious nodes and 2 prafagers per prefix. The
verification rate drops to 80% when the fraction of malicioasles is 40%. When churn
is added to this attack model, increasing the replicatiatofafor proof managers helps
improve the verification rate. In a network of 4096 nodes aittaverage node lifespan of
6 minutes and 20% of malicious nodes, the verification rasds/e 95% with 8 or more
proof managers, and approximately 75% with 2 proof managers

We observe that this system uses redundant routing andystayansure that existence
proofs, but not data, can be found reliably. The result i the defense does not really
prevent or mitigate attacks, but merely helps detect théan éxistence proofincludes the
node’s identifier and network address, then it may be passibtontact the real respon-
sible node and counter the attack. This would be equivatensing redundant routing
towards a single node holding the data, but does not solvpriitdem of that single re-
sponsible node being malicious. Furthermore, online iBistion of public-private key
pairs may lead to additional security issues. The implicetiof malicious nodes receiving
prefix private keys are not clear.

5.6 Harvesf and Blough

Harvesf and Blough [2006] propose to place replicas at é&gisphced locations in a Chord
ring. They state that this method is more robust than thelarahmethod of placing repli-
cas at consecutive locations because the replicas aresadagsing diverse routes instead
of a single route. They even prove that this method can pdutisjoint routes if 3-1
replicas are placed in a fully populated Chord ring.

They evaluate this method using simulations. In the expemis) each ke has
a replication factor and is inserted into a Chord ring at the locations respoadit
K,K+M/r,K+2M/r,...,K+(d—1)M/r, whereM = 2™, the size of the identifier space.
They compare this method with random replica placementd fbxg non-equally-spaced
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replicas, and a variant of the standard consecutive Ch@litagion approach using mul-

tiple routes instead of a single route. Their results shaat @gually spaced replication
provides a greater number of disjoint routes. In an experinagéth 1024 nodes, using

20-bit identifiers, a replication degree of 4, and 25% of coongised nodes that do not
route correctly, the equally spaced approach producedaat tene uncompromised path
98% of the time, just like using randomly-placed replicagjlavthe Chord variant and

non-equally-spaced replication routed successfully @8K50% of queries.

Their measure of routing success assumes that the data systeam is self-verifying,
that is, they assume that having at least one route withaupoomised nodes is enough
to regard a query as successful. This assumption is nostiealnless a protocol to ensure
such self-verification is provided. Even with read-onlyfs@rtifying data, access to a
single replica node is not enough to reliably verify whethekey exists or not, thus, in
practice, it is usually necessary to have access to mut@plcas. The authors suggest a
voting mechanism as a possibility, but in that case, therteddigure for routing success
would be severely reduced.

In addition, the provided proof about disjoint paths is nigtical, since it requires a
fully populated ring. In practice, the identifier space iested to be large enough so that
the system can grow in size without worrying about a shortdggentifiers.

5.7 Wang et al.

Wang et al. [2007] propose a modification to Chord called Mgrinased on a mechanism
that allows a requester to verify that a node is the correlciiof a given key.

Myrmic uses an offline certification authority to provide dam identifiers to nodes,
similar to what we discussed in Section 3.1. In additiomtitaduces a new online trusted
authority called\Neighborhood Authority (NA)This NA is involved only in membership
management events, such as when a node joins or leavesottrisquired for lookups.

The main purpose of the certificates generated by\ihés to identify the range of keys
for which each node is responsible. A certific&ert(x) for nodex has the following
format:

Cert(x) = signya{List(x)||issueTimgexpireTime
List(x) = {I(pred(x)),...,I(pred'(x)),1(x),I(succ(x)),...,I (sucé(x))}
[(xX) = (nodeldXx),IPaddres$x))
where|| is the concatenation operatigored!(x) is thek-th predecessor of node and
suc&(x) thek-th successor:
pred(x) = pred(pred(...pred(x)...))

suck(x) = succ(sugct(i?q.e.ssucc(x) )
—_—

k times
Nodex is responsible for keys in the intervighred(x), x|, with pred(x) andx included in
Cert(x).
When a new node joins the system, Missues a certificate and distributes it to the new
node, itd successors and itpredecessors. It also updates the certificates of the sarses
and predecessors to include the new node, and distribigagottated certificates to their
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respective neighbors.

The reason the certificates are copied to the nearest neghbthe ring is that they
can serve as witnesses to the freshness of a certificate. Woberntificate is revoked, the
neighbors are notified by theA. When a node wants to verify that norés responsible
for key K it first checks the certificat€ert(x) provided byx and verifies thak lies in
(pred(x),x]; then it obtains copies dEert(x) from the witnesses, and if a co@ert(x)’
has a more recent issue time, thefails the test.

The only way a malicious node can claim responsibility foeg ksing a revoked certifi-
cate is by having all its neighbors as colluders. The prditabf this case can be adjusted
by changing the parameter

Node leaves and stop failures are handled by a maintenaatzpt that keeps certifi-
cates in a consistent state. Nodes periodically try to abittee nodes listed in their own
certificate. When a node does not respond it is considereaf ¢l system, th&lAis con-
tacted, and new certificates are issued so that they reflectav range for the successor
of the left node. It would appear that this is a rather heatysi systems that subject to
considerable churn.

The lookup procedure in Myrmic is an iterative variant of gtandard Chord lookup
protocol. Assuming that nodeis the next step in the lookup for ké§;, the querying node
X contactsy and requests the certificates of each of its fingers and neightiy or one of
the nodes specified in the received certificates is resplerfsitk, x executes the verifica-
tion procedure and if the result is correct, the lookup ef@iherwise, the certificates are
added to a circular list. Nodeselects the next step from the circular list until the carrec
node is found. The selection of the next step is differenthfi@hord. In Chord the next
step is always the nearest predecessor of the key, while imidythe next step is normally
a random neighbor listed in the certificate of the nearedquessor of the key. An ex-
ception is when the distance betwdérand the nearest successocgx) is smaller than
a predefined threshold. In this case, a random neighbod listthe certificate ofucdx)
is selected as the next step. The reasoning for the rand@actisel is that it strengthens
the protocol against attackers attempting to provide fagates that list colluders as the
deterministic next hop.

The lookup procedure fails if all nodes in the circular list anarked as contacted or if
the hop count exceeds a limit.

The authors show that Myrmic has three important propeffiigst, honest nodes always
have a correct certificate and a consistent neighborhoed @econd, the probability that
the verification procedure fails is small, namdK wheref is the fraction of malicious
nodes. Third, the iterative lookup procedure succeeds Righ probability inO(logN)
steps.

An important design goal of Myrmic is to make tiNA stateless, so that it is easy to
replicate. To accomplish this, tH¢A must generate the certificates without maintaining
any knowledge about the state of the system. When a new npdes the network, it
contacts the existing noderesponsible for the ID of. Next, z contacts theNA. Then,
the NA obtainsx’s certificate and builds the definitive neighbor list i certificate by
contactingx’s neighbors.

The authors implemented Myrmic and tested its performance BlanetLab [Peterson
et al. 2006] testbed with 120 nodes. They used a certificateddi 7 ( = 3), and each
node sent 500 lookup requests at a rate of 1 message evergi8lsed he 97th and 90th
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percentiles of the lookup times were 3dgand 28 msrespectively and 93% of the lookups
were solved within 6 hops plus the verification procedure.

The PlanetLab test assumed that all nodes behaved corréctyder to evaluate the
effect of malicious nodes Myrmic was evaluated in a LAN eomment with 1000 nodes
and with the assumption that the verification proceduremfails. The results showed that
with a fraction with 30% of malicious nodes, only 0.0122%twd tookups failed.

Myrmic has several advantages. From a design perspedtivees a lookup procedure
that seems as reliable as wide paths, and more efficient. &pmarctical point of view, itis
the only system among those reviewed in this survey that neal dmplementation tested
in a wide-area environment, with reasonable performarsdise

The biggest disadvantage of this system is the need for aneocéntral point of trust
that, even though it is relatively easy to replicate, in ficgowould introduce a centralized
component. In addition, the real-world evaluation did nodyg the effect of malicious
nodes on latency. The experiments where malicious behaasrstudied also did not
evaluate the accuracy of the verification procedure, whiak assumed to be infallible.

Another important disadvantage is that no mechanisms teptestorage attacks were
evaluated. It is clear that the proposed lookup method siclacates the replica-holding
successors of the node responsible for a key, which can beasietermine the true value
of the data associated with the key. The implementationisfrttechanism would affect
the latency results obtained in the experiments.

5.8 Fiatetal.

Fiat et al. [2005] introduce S-Chord, a modification to Chalte to function in a scenario
referred to by the authors &yzantine join attackUnder this scenarig1/4 — £)N mali-
cious nodes join the network, which has at Iddstodes in total, with no more thaxP
honest nodes joining and leaving, for some parameterl.

In S-Chord, nodes receive a random ID, which is a real numégvden 0 and 1, when
they join the network. A central concept in S-Chord is theigrobf aswarm For every
pointx on the unit circle, its swarr§(x) is the set of nodes with ID’s located on the unit
circle within a clockwise distance ¢€InN)/N of x, for some design parameterA swarm
is consideredjoodif it has a fraction of at least 3/4 of honest nodes. If the agstions
mentioned above hold, witb large enough, it can be said that all swarms are good with
high probability.

All nodes maintain links to all peers in the following intets:

—Cente(X) is the set of peers in the intenfal— (2cInN) /N, x+ (2cInN) /N].

—Forward(x,i) is the set of peers in the internjal- (2cInN) /N+2' /M, x+ (2cInN) /N+
2'/M],fori=12,...,logM — 1.

—Backwardx, i) is the set of peersin the interval- (2cinN) /N —2'/M, p+(2cInN) /N —
2'/M],fori=12,...,logM — 1.

whereM is a number greater than the number of nodes (in practices itmhtifiers are
mt-bit strings andM = 2™ is the maximum possible number of nodes).

The forward intervals are the equivalent to fingers in stesh@hord. The difference is
that in Chord, the lookup procedure forwards a message toggespeer responsible for
key K, while in S-Chord, the message is forwarded to a whole swahe.purpose of the
backward intervals (nonexistent in Chord) is that in S-@harnode does not trust a peer
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to tell its identifier. Thus, the only peers a node can receiessages from are those listed
in the backward intervals.

When a node joins the system, it is assumed to contact an honestyodeich notifies
its own swarnB(y). The nodes ir§(y) come to consensus on a random IDXpand inform
nodes irCenterX) thatx has joined the system and sendcthe identifiers of and pointers
to nodes irCenterx). The nodes itCenterx) send tox the data items for all key such
thatx € S(K). Finally, all peers inS(x) notify the peers in their respectif@rward and
Backwardintervals aboux’s existence, and providewith pointers to those intervals. The
join procedure require®(log®N) messages.

The lookup procedure in S-Chord is analogous to Chord’saeybut exploiting swarms.
When a peexk requests a kel{, x initially sends the request to all peers3tx). The peers
in this swarm forward the message to all peerS(iz), wherez is the point in the forward
intervals closest clockwise #. The message is forwarded repeatedly in the same manner
until all peers inS(z) have pointers to all peers 8{K), which are sent backwards along the
same path. This lookup procedure has lateB@pgN) and require@(log?’N) messages.

Routing attacks are prevented by making nodes in a s\v@fiorward a lookup request
to the nodes in the next swar$y, 1 only if the request was received from a majority of the
nodes in the previous swar§p_.

To reduce the number of messages in a lookupiog®N), the procedure for sending
amessage from a swargp_, to swarmS; is changed so that each nade S;_1 will send
the message to a pegk S; only if hy(x) = hy(y)modlogN, and each nodg € S; will
accept a message froxe S;_1 only if the same condition holds. The hash functtan
maps IDs to positive integers. Once the pgeerS; has received messages from at least two
thirds of the possible peengdoes a majority filtering on the received messages to decide
which message it will propagate.

Another characteristic of S-Chord is that it requires ontpastant increase of the band-
width consumption in a lookup operation with respect to @hdrhis is achieved by en-
coding the message in multiple pieces using an erasure sedding each piece only to
nodes whose ID hash to the same hash value of the piece, aing) iia& nodes in the des-
tination swarm execute a Byzantine agreement protocokichra consensus. If consensus
is not reached, a resend request is sent to the previous sWaseparate hash functidm
is used to map pieces to positive integers.

This theoretical scheme gives Chord tolerance to routinstorage attacks by using
wide paths and majority voting. One aspect that is not cledhne join algorithm is how
the new node ensures that the node used to join the overlayrisct. Moreover, if there
is a set of known correct nodes in the system, perhaps thef @aseomsensus algorithm to
generate random identifiers is unnecessary.

Since the system is designed to be optimized asymptotjcally may expect some of
the proposed technigues to have a negative effect on therpexfice of a practical imple-
mentation. For example, the use of erasure codes and Byeaadireement protocols to
make the bandwidth increase a constant with respect to Chaychave a negative overall
effect, as in practice it has been found that using erasutesceesults in similar bandwidth
consumption than replication [Blake and Rodrigues 2003],the processing burden may
significantly increase the latency.
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Fig. 2. A butterfly network of supernodes. Each supernodeniatiple nodes, and the connections between
supernodes are expander graphs between their constitnges.n

5.9 Fiat and Saia

Fiat and Saia [2007] describe an approach to building a DH&loke of storingN data
items inN nodes. Their system is based on a butterfly network (seed-Rjiand is able
to resist the random deletion of a fraction of less th\gf2 nodes. The vertices of the
butterfly network are called supernodes. Every supernodssaciated with a set of real
nodes. Supernodes at the topmost level of the network agereelfto as top supernodes,
those at the bottommaost level are bottom supernodes, arrdshare middle supernodes.
The butterfly network has a depth of INg- loglogN.

Nodes are mapped uniformly and independently at randartop supernodes,bottom
supernodes, andlogN middle supernodes. The two sets of nodes associated with two
connected supernodes in the butterfly network, are conthbgta random expander graph
of constant degred. In addition, every node chooseg, random top supernodes and
points to all nodes in those supernodes. Each key is hasheg:tg, random bottom
supernodes, and is stored in all the nodes of the bottom soges to which it has been
hashed. The constantsd, Gop andcpotomare determined by an error parameter 0.

To perform a lookup starting from node multiple requests start in parallel in all top
supernodes pointed to by Each of these requests moves through links between the su-
pernodes until it ends in a bottom supernode to which the &eydpped or until all paths
between the starting top supernode and all bottom supesriodehich the key is mapped
are completely searched. In case of a successful searchdhiésrare returned backwards
along the same path that the query came in.

The authors show that this system has the following progrgjiven the error parameter
&:

—Each node requires (¢) logN memory.
—Lookups takec;(£) logN time andcs(£) log? N messages.
—At any time, all buteN nodes can find all bugN keys.
A proposed modification that can make the system resistanbdes reporting false
versions of the data items is to make sure that there is aifudirtite graph between any

pair of connected supernodes instead of a constant degpaeder graph. The search
procedure is modified so that a node will send a data item aresqo the following
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Fig. 3. Classical de Bruijn graph ové®, 1}3. It can be seen that every nolgh; b, is connected to nodés b,0
andbiby1.

supernode only if the majority of the items received fromghevious supernodes have the
same value. This modification changes the properties ofytsters such that:

—Each node requires (£) log? N memory.
—Lookups take no more tham(g)logN time andcs(¢)log®N messages.
—All but eN nodes can find all bugN of the true data items.

This system is a revision of previous work on butterfly netwdiFiat and Saia 2002;
Saia et al. 2002].

We note that this scheme is an interesting theoretical wadkéd with proofs of desir-
able properties. However, some aspects are not clearlyediedinch as node join and leave
protocols, or a generalization for storing an arbitrary benof data items.

5.10 Awerbuch and Scheideler

Awerbuch and Scheideler [2006] propose a DHT based on a dgnaamiant of a de Bruijn
graph. In a classical de Bruijn grapf0,1}™ represents nodes. Each nodéentified by
the string(x1x2 - - - Xm) is connected either to Nod@3x1 X, - - - Xm—1) and(1xgXz - - - Xm-—1), OF
nodesxox3 - - - Xm0) and(xzx3 - - - Xm1). Thatis, nodes that result either in a right or left shift
of the bits ofx. Figure 3 shows a classical de Bruijn graph of@r1}3. If the bit string
identifiers are considered as binary representations ctidrzal part of the real numbersin
the interval[0, 1), then this is equivalent to saying that a node connected to nodeg2
and(1+x)/2, or 2Xmod 1 and2x— 1) mod 1.

This system uses the real inter{@l1) as its identifier space. A region is an interval of
size 1/2™, wherem s an integer. For any integen, the identifier space is divided if"™2
regions, as required by a de Bruijn graph.kAegionis a region of size closest tg/N,
with N being the maximum number of honest nodes. For any po#{0,1), R¢(x) is
the uniquek-region containinge. When a node joins, it is mapped to a random pwiimt
[0,1) using a verifiable secret sharing scheme. Every time a nadg fbe system with
identifierx, all the nodes ifR(x) are moved to random points |, 1). This is known as
the cuckoo rule(see Section 4.5) and guarantees that the number of nodes@gions
is balanced and that eagh-region contains a majority of honest nodes, as long as the
ratio € of malicious nodes to honest nodes satisfies 1 — 1/k. This holds even under
the presence of a join-leave attack, where malicious noal@siously join and leave the
system until they get the identifier they want.
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In the dynamic variant of the de Bruijn graph used by the systdhe quorum re-
gion Ry of a node identified by € [0,1) is defined as a unique region of size closest to
(ylogN)/N that contain, wherey > 1 is a constant. For any set of nodés [0,1), ev-
ery nodex € V maintains connections to all nodes whose quorum regionsitog point in
{x,X/2,(14x)/2,2xmod 1 (2x— 1) mod 1}. When a nod& joins or leaves, only quorum
regions containing a point ifix,x/2,(1+x)/2,2xmod 1, (2x— 1) mod 1} are affected,
which according to the cuckoo rule, amounQ@ogN) regions, with high probability.

To send a message frane [0, 1) with binary representatiofx;xz - - - Xjogn) toy € [0,1)
with binary representatiofy1y. - - - Yiogn ), the message must be forwarded along the quo-
rum regions containing the poin{soxz - - - Xiogny1), (X3X4- - Xiogny1y2), and so on, until
the quorum region containing the poiiyty: - - - Yiogn)-

The basic strategy to prevent storage attacks is to asel2= ©(logN) hash functions
to map data items to2- 1 points in[0,1). Each replica of a data itenx must be stored
in all nodes of the quorum region containing the pdifik), whereh; is one of the 2— 1
hash functions.

The lookup protocol proceeds in rounds and allows sevetagts for each lookup
request and uses a mechanism to prevent congestion posaildgd by malicious nodes
generating bogus messages. In each round, a packet is satdhtof the 2— 1 destina-
tions. The packets are routed level by level to each routerdaty to the simple routing
protocol. If a region has more thamlog? N packets for some levé] all of them are dis-
carded. Otherwise they are routed to the next level. The erssave sent backwards along
the same route.

The insertion protocol is similar, but for the destinati@vel the bound ig/clogN,
which is more restrictive.

The authors show that for any setrofookup or insert requests, the lookup protocol can
serve all requests i@(logn) attempts an®(clog*n) communication rounds. For any set
of ninsert requests, every node has to store at 1B6skog?n) copies.

This scheme is an interesting theoretical work backed witlofs of desirable proper-
ties, including a congestion control mechanism that map kefend against denial-of-
service attacks, and a mechanism to guarantee that malioiodes are spread over the
identifier space. Some of the protocols seem complex, atinthis may be due to the fact
that this work provides detailed protocols for more opersithan other theoretical solu-
tions. Still, some lower-level protocols need to be defireddver all aspects of a DHT
operation, such as routing table maintenance.

5.11 Naor and Wieder

Naor and Wieder [2003] propose a DHT that tolerates an adweeble to remove random
peers in the system or to make them produce arbitrary falsgoves of the data items
requested.

This system is designed using a so-caltedtinuous-discretapproach. The topology
of the system is initially defined as a continuous gr&ghwhich is later discretized.

The vertex set oG is the set of real numbef6,1), and the edge set is defined such
that for each vertex there exist the edgdsa) = (x,x/2) andr(a) = (x,(x+1)/2). It
should be noted that this is essentially a de Bruijn graphilai to the one described in
Section 5.10.

The authors show that it is possible to get within a distari@s 8 of any nodey from any
nodex if one has a prefix of lengtp of the binary representatian, of y. The procedure
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consists of doing a walk that startsxrand proceeds by processiog from right to left
with 0 meaning that the eddiéx) should be traversed, and 1 traversal(©d). For example,
if x=(.100) andy = (.110),, the walk would successively pass poia&l10),, (.00110>,

and would end at.100110, which is indeed within a distance of 3 of x.

The discretization of the system proceeds as follows. Wheoda joins the system, it
chooses a random identifigre [0,1) and estimates a bourgg ~ logN/N. The node is
said to cover the segmept, % + q;], and will have links to another node if the segments
covered by both nodes overlap or if they contain verticesieoted by edges iG¢c. The
authors show that each data item is covere®ipgN) nodes.

The authors provide two lookup methods. The first one cansisan emulation of a
walk in the continuous graph towards a node that covers tgested item. It can tolerate
random fail-stop failures, but not Byzantine behavior. Beeond method is tolerant to
faulty nodes that produce false data items. It is also basembntinuous walk emulation,
but the message is passed ta2(logN) nodes covering the requested item. At each stepin
the walk, each node receiveglogN) messages, one from each node covering the previous
step. Each intermediate node continues sending the messhgéit was received from a
majority of nodes in the previous step.

This scheme is another interesting theoretical work. Itefinetd at a high level of
abstraction and makes many assumptions about criticat&sspeDHT operation such as
join and leave protocols, node identifier assignment, anting table maintenance.

5.12 Discussion

Defenses against storage and routing attacks are basedooméghanisms: redundant
storage and redundant routing.

The most common way to achieve redundant storage is to atplaata, which allows
for relatively simple implementation of maintenance andfigation algorithms. An al-
ternative method is erasure coding, as proposed by Fiat BX4l5], Dabek et al. [2004]
and Mills and Znati [2008]. In theory, coding has the advgataf requiring less stor-
age and bandwidth at the cost of extra system complexity asdilply higher latencies.
However, a study [Rodrigues and Liskov 2005] has shown tideveoding does provide
storage savings, the bandwidth required to maintain apjaredundancy levels under
various degrees of churn is approximately the same for bading and replication. This
study does not consider mutable data nor takes into accaalitious nodes, which would
most likely increase the complexity of coding. It is cleaatteecure DHT designers have
considered this and have preferred to implement data rexhaydising replication.

There are also several approaches to data replication.rfhednsists of storing replicas
in nodes that are numerically close in the identifier spackis & the method used by
Pastry, Chord, Kademlia, and many of the reviewed appr@athéhis section [Castro
et al. 2002; Hildrum and Kubiatowicz 2003; Fiat et al. 2005pKand Wieder 2003; Wang
et al. 2007]. The second method is to store replicas at lmespread over the identifier
space. This is the method used by Tapestry, which storegasmt random locations,
and Harvesf and Blough [2006] who propose storing replitasjaally spaced locations.
Others combine both approaches and select locations spveathe identifier space, and
store multiple replicas in nodes that are in the vicinity a€le location [Fiat and Saia 2007;
Awerbuch and Scheideler 2006].

One of the main advantages of having replicas at numerichilse locations is that it
may be easier to maintain the desired replication degredmkdep replicas consistent
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in case of mutable data, since nodes keep links to numsriclalse peers in most DHT

topologies. However, this approach requires malicioussdd be spread over the identi-
fier space. Otherwise a small number of malicious nodes amrdentrate on a specific
region of the overlay and easily take control of all replicathat region. Replicas spread
over the identifier space are not necessarily a big improm¢inehis respect, since DHT

placement algorithms are public knowledge, and malicimdes may attack all relevant
locations for a specific key.

This shows that data redundancy is not enough to preverggeaattacks. It is also
necessary to guarantee that nodes are unable to seleovwitelocation in the identifier
space. In previous sections we have seen that the mostrafoaigard way to achieve
this is by using random identifiers issued by a trusted ceatifin authority able to limit
the fraction of malicious nodes [Castro et al. 2002]. Anothessibility is to have a set
of participating nodes generate identifiers using a Bynantault-tolerant consensus al-
gorithm [Awerbuch and Scheideler 2006] plus induced charprevent concentration of
malicious nodes at specific regions by means of a join-lettaela[Awerbuch and Schei-
deler 2006; Condie et al. 2006]. However, this does not lthdtnumber of attackers, and
should be coupled with other techniques to limit Sybil dttac

Another dimension of secure storage concerns data veigiicathich refers to how a
querier ensures that the results from a lookup are correbe réviewed papers do not
concentrate most of their efforts on this issue as it is apfibn dependent. The most im-
portant aspects to consider are the use of self-certifyatig,cand whether data is mutable
or not.

Read-only self certifying data is the most favorable cageraguires access to only one
valid replica, which increases the probability of succelssfuting even without redundant
routing. Redundant routing, however is needed both forimgedata and to determine if
a given key exists or not. If data is mutable, it may be posgiblonly retrieve metadata
from multiple replicas, full data from a single replica, aretify the data according to an
application defined rule (e.g., highest version numberestdn the metadata or majority
voting). Castro et al. [2002] outlines the use of a Byzanfadt-tolerant replication al-
gorithm [Castro and Liskov 2002] to provide strong consisteguarantees for mutable
data, but many other replication algorithms could be usddrasas they are aware of the
overlay structure and the possibility of malicious behavj@nd provide the consistency
guarantees required by the application, which may not isac#gbe strong.

If self-certifying data cannot be used, the most straigitéod method to verify read-
only data is to retrieve multiple replicas and use majoritying. Storing mutable data
without any verification capability at the application leleaves the system open to data
poisoning attacks that may be executed by external entitegsare not necessarily part of
the DHT.

Another storage issue that may arise is concurrent confljctiodification of mutable
data. Solving this problem may require adding transacticagabilities to the DHT. Such
systems have been proposed [Antony et al. 2008; Schiitt20@8; Plantikow et al. 2007;
Mesaros et al. 2005], but we are not aware of any transadtizii@ design that tolerates
malicious nodes.

Finally, in order to reliably locate nodes responsible fogieen key, it is hecessary
to have some form of redundant routing. Redundant routimgbeaimplemented using
multiple paths [Castro et al. 2002; Sanchez Artigas et@52Harvesf and Blough 2006],
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Fig. 4. Probability of success for redundant routing apgiea using majority voting and assuming that malicious
nodes are randomly spread over the ID space. In both casesyiber of replicas equals the width or the number
of paths, and the number of hops is set to 5. The multiple gathassumed to be disjoint.

wide paths [Hildrum and Kubiatowicz 2003; Fiat et al. 200%&dXand Wieder 2003; Wang
et al. 2007; Maymounkov and Mazieres 2002], or multipleayiths [Fiat and Saia 2007;
Awerbuch and Scheideler 2006]. Wide paths are suitablepiicess stored at numerically
close nodes, while multiple paths are a better match foiaa@pkpread over the identifier
space.

In a majority voting scenario, wide paths are much more bédighan multiple paths,
since they require only one good node at each intermediatégostep, while multiple
paths require a majority of paths to consist exclusivelyarfést nodes. If malicious nodes
are spread over the identifier space, the probability ofessfal routing using wide paths

and majority voting is
r r . .
(17fp)hfl ; ()(1f)|fr|
i [Tl I
i=[ 5]
while the probability of successful routing using multipleths is no more than

$ (a-rwooo”

(5]

wheref is the fraction of malicious nodesjs the number of replicag is the number of
paths or path widthg{= r for multiple paths), andl is the number of hops. Figure 4 shows
that the multiple path approach requires a low fraction oficiaus nodes and a larger
number of replicas to achieve a high probability of succeBsobably for this reason,
Castro et al. [2002] use multiple paths, but introduce aquaitthat exploits the numerical
closeness of replicas to construct a definitive replicareguiring approximately only one
correct path. This increases the probability of successfiting, but has the disadvantage
that it introduces additional complexity, and may reduceghobability that the multiple
paths are disjoint.

Multiple wide paths combine both approaches, by trying vigdths successively. A dis-
advantage of multiple wide paths is that maintaining cdasisy when replicas are mutable
may be more expensive in most DHT topologies.
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The approach by Wang et al. [2007] is similar to wide pathsjristead of trying mul-
tiple nodes simultaneously at each step, it tries only ortenand resorts to an alternative
only in case of failures.

Making a fair comparison of solutions for routing and steratfacks is difficult because
not all approaches try to solve the same problems or makeathe assumptions regarding
the attack model. Some proposals pay little or no attentiGgidrage attacks and are mostly
concerned with securely routing a message to a single nsgemsible for a key [Ganesh
and Zhao 2005; Sanchez Artigas et al. 2005; Wang et al. 200ile others address both
problems with either a unified approach [Hildrum and Kubidtz 2003; Harvesf and
Blough 2006; Fiat and Saia 2007; Fiat et al. 2005; Awerbuch%cheideler 2006; Naor
and Wieder 2003] or with separate protocols that complemeghindant routing [Castro
et al. 2002].

Perhaps the clearest distinction between the differentisals is that some are based on
purely theoretical constructions defined at a very highllfsat and Saia 2007; Fiat et al.
2005; Awerbuch and Scheideler 2006; Naor and Wieder 2003jewthers take a more
engineering approach and have their properties measutbdewperiments, but also with
mathematical analysis in many cases [Castro et al. 200d8rui#i and Kubiatowicz 2003;
Harvesf and Blough 2006; Ganesh and Zhao 2005; SanchegaArét al. 2005; Wang
et al. 2007]. Engineered solutions have the advantagehkgtrhay be reasonably easy
to implement in practice, while the main objective of theiwad solutions is to study the
feasibility of countering attacks while maintaining prolescalability properties, though
this may result in schemes that are difficult or impossiblertplement in a secure way,
or that exhibit poor performance in practice. Neverthelésgh types of approach are
subject to assumptions that may be difficult to realize in-vemld applications. Table IlI
summarizes and provides a comparison of experimentaligdetefenses against routing
and storage attacks, while Table IV does the same for thealeefenses.

Table 11l: Comparison of experimentally tested defensesreg routing and stor-
age attacks.

Technique Authors| Advantages Disadvantages

Use of two routing tables: | Castro | In principle, it allows | The frequency of redundant
one optimized with network et al. the use of proximity | routing is increased due to
measurements, and one | [2002] | routing. attacks against the routing
constrained used in case of Apart from the offline | failure test and the

a test failure. The CA, it does not assumeprogressive poisoning of the
constrained table is used the existence of optimized routing tables.

with redundant routing over services that may be | The number of required paths
multiple paths. Replicas are difficult to implement | may be large because they are
placed at numerically close and administrate. not guaranteed to be disjoint
locations, and there is a and a single malicious node
protocol to determine the completely invalidates all the
replica set if at least one of paths in which it is included.

the multiple paths is corregt.

Continued on next page
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Technique

Authors

Advantages

Disadvantages

Use of redundant routing

Hildrum

Uses proximity routin

) Depends on secure and stab)|

le

certificates issued by an
online neighborhood
authority.

table entries based on and and wide paths. network distance
network proximity. Routing Kubia- measurements, which may
uses wide paths, which takeowicz not be readily available in
advantage of the redundant[2003] practice. The grid topology
table entries. used in the experiments may|
produce distance
measurements that are not
realistic.
Multiple independent paths Sanchez Simple design that Addresses only routing
constructed by partitioning et al. leverages existing attacks, but the topology is
nodes using an equivalence[2005] | protocols. Independentsuitable for the
relation. paths are expected tg implementation of traditional
be more reliable than| DHT replication methods.
non-independent paths.
Certificates that prove the| Ganesh| Very effective at Does not prevent or mitigate
existence of nodes and Zhao detecting attacks. storage attacks.
responsible for ID prefixeg. [2005] Online distribution of key
These proofs are placed gt pairs may lead to further
random locations in a security issues.
Tapestry-style DHT. Can be seen as a complicate
way to implement multiple
routes.
Replicas placed at Harvesf| The number of disjoint Tested only with self
equally-spaced locations inand paths is increased with verifying data, which is not a
a Chord ring. Routing usep Blough | respect to other realistic model.
multiple paths. [2006] | approaches based on
multiple paths.
Madification to Chord that| Wang Routing looks more | The neighborhood authority
introduces a verification | etal. efficient than routing | introduces an online
procedure based on [2007] | using wide or multiplg centralized component and

paths, and as reliable
using wide paths.
Tested on a real
implementation and
with simulations.

aadministrative costs.
Experiments did not test the
verification procedure or the
effect of malicious nodes on
latency. Does not address
data replication, but the
topology is suitable for the
implementation of traditional
DHT replication methods.

6.

IMPLEMENTATIONS

DHTs have been used in numerous popular peer-to-peer systetine real world, such
as the KAD network (used by eMule and other compatible progja BitTorrent and

LimeWire.
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Table IV: Comparison of theoretical approaches to deferainaty routing and

storage attacks.

Technique

Authors

Advantages

Disadvantages

Topology based on a

Naor and

The topology is simpl

2 Makes more assumptions

[

supernode contains
multiple real nodes, and
connections between
supernodes are expande
graphs between their
constituent sets of nodes
which makes paths amon
supernodes similar to wid
paths.

Replicas are placed at

looked up sequentially
until a correct replica
supernode is found.

several supernodes and are

variant of a de Bruijn Wieder | and makes it relatively about lower level protocols
graph. Routing uses wide [2003] easy to support mutableuch as node joins/leaves,
paths. data and defend againstouting table maintenance,
storage attacks. and node ID assignment thal
other theoretical proposals.
Modification to Chord that Fiat et al.| Based on a well known The assumption that there an
uses swarms of nodes [2005] topology that makes it well-known honest nodes
instead of single nodes as straightforward to might make the distributed IO
the basic construct. Each protect against storage generation scheme
step in routing is a swarm, attacks and support | unnecessary.
resulting in wide paths. mutable data. Use of erasure codes makes
the protocol more complex,
although it provides good
asymptotical properties for
bandwidth.
Topology based on a Awerbuch Provides a Supporting mutable data
dynamic de Bruijn graph.| and decentralized node ID would require non-trivial
Routing uses multiple wideSchei- assignment protocol | protocols to efficiently keep
paths. deler that does not depend jodata in multiple regions
[2006] trusted nodes. consistent.
The lookup procedurg Algorithms are complex,
introduces a congestiprthough this may be due to thi
control mechanism. | work making fewer
Provides algorithms t¢ high-level assumptions than
defend against storage other theoretical proposals.
attacks.
Topology based on a Fiat and | Provides algorithms t0 The model assumes that only
butterfly network of Saia defend against storage N data items are going to be
supernodes. Each [2007] attacks. stored. It is not explained

how the model can be
extended to support an
arbitrary number of items.
The topology may make it
difficult to support mutable
data.

Makes more assumptions
about lower level protocols
such as node ID and
supernode assignment, node
joins/leaves and maintenanc
than other theoretical
proposals.
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It is interesting to see that all of these use the Kademlidopm. We believe that the
main reason for this choice is Kademlia's combined propsitif performance and relative
security. For one, it is difficult to affect the routing tablef a Kademlia node, as each node
tends to keep only highly available peers in its routingeafdhis increases the required
costs for an attacker to convince honest nodes to link todhgcomised nodes. Similarly,
Kademlia uses iterative routing, exploring multiple nodesach step, making routing less
dependent on specific nodes and thus less vulnerable tksttac

However, Kademlia is still vulnerable to Sybil and Eclipseeks as nodes can generate
their own identifiers. In addition, because the protocoldsdnl on UDP, spoofing other
nodes becomes relatively easy. Steiner et al. [2007] shatitlis indeed very easy to
launch Sybil and Eclipse attacks in KAD, which is probablg thrgest DHT currently
deployed, with estimates between 1.5 million [Steiner eR@D7] and 4 million [Crosby
and Wallach 2007] nodes. Moreover, they also show how hamai¢s can be enlisted
against their will to participate in DDoS attacks againsentsystems.

Crosby and Wallach [2007] study two Kademlia implementsiosed by BitTorrent
clients. They concentrate on performance issues, but feeypaint out the security prob-
lems related to node identifier assignment. They argue thiahfs application, having a
central authority would not be politically feasible, an@ttNATs make it difficult to use
hashed IP addresses.

Kademlia is also used by the Storm botnet, which is used bypésators for criminal
activities such as DDoS attacks and sending of spam. Holz 098] study the botnet
and show that early versions of the bot code use the Kaddrakiad Overnet network
which also contains benign peers, while newer versionsetrino a separate DHT formed
exclusively by bots. The Storm operators use keys that dbperthe current date to store
files whose contents encapsulate the IP addresses of nadgsakide commands to the
bots, and use data replication spread over the identifiearesp@he authors of the study
attack the botnet DHT with Sybil and Eclipse attacks simitathose performed against
KAD [Steiner et al. 2007] and found out that the Eclipse &ttacless effective than in
KAD since they need to corrupt more routes as data is replicaver the identifier space.
They opted to mitigate the effects of the botnet by perfogransuccessful DoS attack
where they rewrite existing keys by republishing them usiogus data. We note however,
that this mitigation technique could be easily defeated toyr§ operators with the use of
digital signatures.

Another well documented DHT in operation is OpenDHT [Rhe@530which runs on
approximately 200 PlanetLab hosts, uses the Bamboo piidebea et al. 2004], and is
used for many academic applications that require a remotag# service. OpenDHT is
not designed to tolerate malicious nodes, but it assigng mbehtifiers using a hash of
the node IP address and port, uses redundant storage, amts tesalternative routing
paths in case of failures. It supports mutable data and wsEsng algorithms based on
anti-entropy [Demers et al. 1987] to maintain consistency.

It can be seen that real-world deployments, even thoughaheyot optimized for se-
curity, employ protocols that use some form of redundamasg® and routing, which im-
proves reliability and security. The nature of the applamat that use the DHT dictates

10overnet is a file sharing network used by the eDonkey programprinciple, it was shutdown in 2006 after
legal action by the recording industry [Los Angeles Time8&Qbut due to its decentralized design, it is still in
operation.
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the identifier assignment method. File-sharing appliceti§AD, LimeWire and BitTor-
rent, as well as the Storm botnet, choose maximum flexitoltgr security and let nodes
choose their own ID, probably hoping that their sheer sidebg&ienough to keep the frac-
tion of malicious nodes low; while OpenDHT, which runs on there closed environment
of PlanetLab and does not have to deal with NATS, uses thagrathough imperfect
method of hashed IP addresses. Moreover, the Storm botha&th wublishes read-only
data, makes use of replicas spread over the ID space, wh@a@HT uses numerically
close replicas to easily support consistency protocolaiatable data.

This shows that there is no single best approach to implems&ture DHT, but that the
assumptions that can be made by the application using the &&lWhat dictates which
technigues to employ. It is also clear that achieving sécimia DHT application is diffi-
cult since it requires using complex techniques and soldliffgcult trade-offs, especially
in the node ID assignment procedures.

7. CONCLUSIONS

We have discussed some well-known security threats facetistiybuted hash tables and
have reviewed several techniques proposed to solve oratétihem. The variety of the
proposed solutions, and the trade-offs they introduceydiaw difficult it is to secure a
DHT system in a hostile environment.

We can conclude that securing a DHT requires secure assigroheode identifiers,
a low fraction of malicious nodes, malicious nodes spreaat thve identifier space, data
replication, and a routing mechanism that provides a highaipility of reaching a correct
replica set. We have reviewed techniques that aim to soksetproblems, usually under
differentassumptions. We consider that the best solutioa §iven application depends on
what assumptions can be made; it may require the combinatiseveral of the reviewed
approaches.

Current DHT deployments are not specifically designed ter&ié the presence mali-
cious nodes. However, most of them are based on Kademlighvwgnovides relative se-
curity by using data replication and a redundant routinghmegsm similar to wide paths.
However, it is still vulnerable to Sybil attacks, as nodes ganerate their own identifiers.

The most challenging problem for securing DHTs and deckrdcsystems in general
is robust and secure assignment of node identifiers. Thigigat to guarantee that ma-
licious nodes represent a small fraction and that they dactmaose their location in the
overlay, thus preventing Sybil and Eclipse attacks. Thigctusion is also drawn in other
studies [Baumgart and Mies 2007; Cerri et al. 2005] in whietuse identifier assignment
is proposed.

In any case, although it may be clear that we may be able th ebevel of security that
is practically acceptable for various DHT-based applarati our survey shows that much
more work is needed if security requirements are demanding.
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