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1.1 Introduction

One can argue that messaging is thison dtre of the Internet. For example, as of 2002, the
number of active electronic mailboxes is estimated to beecko 1 billion and no less than 30
billion e-mail messages are setaily with an estimated 60 billion by 2006. Independent of Intérne
messaging, one can also observe an explosion in the numbeessfages sent through the Short-
Message Services (SMS): by the end of 2002, the number c# thessages has been estimated to
exceed 2 billion per day. Messaging has established itseithamportant aspect of our daily lives,
and one can expect that its role will only increase.

As messaging continues to grow, it becomes important tonstered the underlying technology.
Although e-mail is perhaps still the most widely appliedtinment for messaging, other systems
are rapidly gaining popularity, notably instant messagimip doubt there will come a point at
which users require that the various messaging systemstegrated, allowing communication to
take place independent of specific protocols or devices. Aeatready observe such an integration
of, for example, e-mail and short-messaging services titrapecial gateways.

In this chapter, we describe how current Internet messagjistgms work, but also pay attention
to telephony-based messaging services (which we refertedeam messagings we expect these
to be widely supported across the Internet in the near fuAmémportant goal is to identify the key
shortcomings of current systems and to outline potentipfawements. To this end, we introduce
a taxonomy by which we classify and compare current systerdgram which we can derive the
requirements for a unified messaging system.

1.2 Current Internet Solutions

We start by considering the most dominant messaging systeheilnternet: electronic mail. We
will discuss e-mail extensively and take it as a referendatdor the other messaging systems.
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FIGURE 1.1
(a) The general organization of e-mail. (b) How e-mail is suported by an ISP.

These include network news (a bulletin-board service), thedncreasingly popular instant mes-
saging services. Our last example is Web logging, whichsiclemning its functionality, can also be
thought of as an Internet messaging service.

1.2.1 Electronic mail

Electronic mail (referred to as e-mail) is without doubt thest popular Internet messaging appli-
cations, although its popularity is rivaled by applicas@uch as instant messaging and the telecom
messaging systems that we discuss in Section 1.3. The basielrfor e-mail is simple: a user
sends an electronic message to one or more explicitly asielescipients, where it is subsequently
stored in the recipient’s mailbox for further processin@ne of the main advantages of this model
is that the asynchronous nature of communication: the iertipeed not be online when a message
is delivered to its mailbox, but instead, can read it at amweaient time.

Principal Operation

The basic organization of e-mail is shown in Figure 1.1(a)@mnsists of several components. From
a user’s perspective mailboxis conceptually the central component. A mailbox is simpdyaaage
area that is used to hold messages that have been sent toifcaper. Each user generally has
one or more mailboxes from which messages can be read andedm®he mailbox is accessed
by means of anail user agen{MUA), which is a management program that allows a user to, fo
example, edit, send, and receive messages.

Messages are composed by means of a user agent. To send genéssaiser agent generally
contacts a locahessage submit agefMSA) that temporarily queues outgoing messages. A crucial
componentin e-mail systems is formedtgil serversalso referred to asiessage transfer agents

*It should be noted that many users actually have multiplébmees. For simplicity, we will often speak in terms of a ding
mailbox per recipient.
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(MTAs). The MTA and the sender’s site is responsible for remgmessages that have been queued
by the MSA, and transferring them to their destinationssfig routing them across several other
MTAs. At the receiving side, the MTA spools incoming messageaking them available for the
message delivery agefMDA). The latter is responsible for moving spooled messaigéo the
proper mailboxes.

Assume that Alice at sit& has sent a messageto Bob at siteB. Initially, this message will be
stored by the MSA at sit&. When the message is eventually to be transferred, the MEReaA
will set up a connection to the MTA at siBand pass it message Upon its receipt, this MTA will
store the message for the MDA Bt which, in turn, look up the mailbox for Bob to subsequently
storem. In the Internet, mail servers are generally contacted bgnmeef theSimple Mail Transfer
Protocol (SMTP), which is specified in RFC 2821 [Klensin, 2001].

Note that this organization has a number of desirable ptiggerin the first place, if the mail
server at the destination’s site is currently unreachabke MTA at the sender’s site will simply
keep the message queued as long as necessary. As a consethueactual burden of delivering a
message in the presence of unreachable or unavailableenals is hidden from the e-mail users.

Another property is that a separate mail spooler allows fiaeasyforwarding of incoming mes-
sages. For example, several organizations provide a s¢hat allows users to register a long-lived
e-mail address. What is needed, however, is that a user@sigps an actual e-mail address where
incoming messages can be forwarded to. In the case of foimgaral mail server simply passes an
incoming message to the MSA, but now directed to the actudress.

Remote Access

The organization as sketched in Figure 1.1 assumes thasén@gent has continuous (local) access
to the mailbox. In many cases, this assumption does not Hald example, many users have an

e-mail account at aimternet Service ProvidefiSP). In such cases, mail sent to a user is initially
stored in the mailbox located at his ISP. To allow a user tesehis mailbox, a special server is

needed as shown in Figure 1.1(b).

The remote access server essentially operates as a prakgfoser agent. There are two models
for its operation. In the first model, which has been adoptethé Post Office Protoco{POP3)
described in RFC 2449 [Gellens et al., 1998], the remotesgcserver transfers a newly arrived
message to the user, who is then responsible for storingatiio Although POP3 allows to keep a
transferred message stored at the ISP, it is customary f@ooa user agents to instruct the server
to delete any message that the agent had just fetched. Tthjs iseoften necessary due to the
limited storage space that an ISP provides to each mailbaxeMer, even when storage space is
not a problem, POP3 provides only minimal mailbox searchlifizs, making the model not very
popular for managing messages.

As an alternative, there is also a model in which the accessisdoes not normally delete mes-
sages after they have been transferred to the user. Indtésathe ISP that takes responsibility for
mailbox management. This model is supported byititernet Message Access Proto¢tMAP),
which is specified in RFC 2060 [Crispin, 1996]. In this cake,access server provides an interface
that allows a user to browse, read, search, and maintaindilbow. IMAP is particularly conve-
nient for mobile users, and in principle can support everp@naccess devices such as wireless
handhelds such as GSM cell phones (although special gateavayneeded).

Naming

To enable the transfer of messages a scheme for addressisgutce and destination is necessary.
For Internet e-mail, an address consists of two parts: theeraf the site to where a message needs
to be sent, which, in turn, is prefixed by the name of the usewfuch it is intended. These two
parts are separated by an at-sig@{). Given a nhame, the e-mail system should be able to set up a
connection between the sending and receiving MTA to sulesgtyuransfer a message, after which



4 Practical Handbook of Internet Computing

; <<>> DiG9.1.0 <<>> nx €s.vu.n
; global options: printcmd
Got answer:
;7 - >>HEADER<<- opcode: QUERY, status: NOERROR, id: 43753
;; flags: gr rd ra; QUERY: 1, ANSWER 2, AUTHORITY: 4, ADDI TIONAL: 3

7, QUESTI ON SECTI ON
;cs.vu.nl. I'N MX

;7 ANSVEER SECTI ON:
cs.vu.nl. 86069 I'N

MX 1 tornado. cs. vu.nl
cs.vu.nl. 86069 I'N MX 2 zephyr.cs.vu.nl
;5 ADDI TI ONAL SECTI ON
tornado. cs. vu.nl . 86069 IN A 192. 31. 231. 152
zephyr.cs.vu.nl. 86069 I'N A 192. 31. 231. 66

FIGURE 1.2
Response to a DNS query using theig tool (edited).

it can be stored in the addressed user’'s mailbox. In othedsyavhat is required is that an e-mail
name can beesolvedto the network address of the destination mail server.

Resolving an e-mail name requires support from the Intédpatain Name Syste@NS) [Mock-
apetris, 1987; Albitz and Liu, 1998]. Consider sending anailto an addreshndoe@cs.vu.nl.

In this examplejohndoe identifies the user at sites.vu.nl. To send a message, it is necessary to
identify a mail server that can handle incoming e-mail teaffror Internet e-mail, DNS allows to
store such information in what are known msil exchangeecords, or simply MX records. For
example, using a program callddmain information grope(dig), a DNS query requesting an MX
record forcs.vu.nl returns the answer shown in Figure 1.2.

The most important part of the response is the answer sg@tanvn in boldface in Figure 1.2),
which states that there are two mail serverscovu.nl. The preferred mail server is nameg-
nado.cs.vu.nl, while a secondary server nameghyr.cs.vu.nl is also available. To initiate an SMTP
session, the sender's MTA usually sets up a TCP connectitiretpreferred MTA at the destina-
tion site, for which it needs the server’s IP address. In oangple, this would require resolving
the nameornado.cs.vu.nl, which is, in principle, done by means of another DNS que{Sian-
ticipates such additional queries when asked for an MX kkeod includes aadditional section
containing the IP addresses of the returned mail servessabniding another query.

Once the message has been transferred to the destinationitilthe task of the latter to resolve
the user name that is part of the e-mail address to the apatepnailbox. How this user-name
resolution is done is not prescribed by SMTP.

Message Formats: MIME

An important issue in any messaging system is that sendereagiver agree on the format of
the message content. Such an agreement is possible byimghhe description of that format as
part of the message header. This is the principle underlyinkgipurpose Internet Mail Extensions
(MIME), which we briefly discuss next.

An e-mail message is a string of values that is mapped intdatda text by a character set.
The best known character set is the North American ASClIvgeich has 96 characters, but lacks
European characters such “R,” “4,” “¢,” and “i.” Moreove Asian, Russian, Arabic, and other
languages, totally different word and character sets aresen MIME is a standard defined to
accommodate these different sets, as well as graphicsdsand encodings like HTML (see, e.g.,
RFC 2231 [Freed and Moore, 1997]). The MIME standard is nolusively used for e-mail, other

Internet messaging systems, like netnews, use it too.
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M ME- Version: 1.0
Content - Type: text/plain; charset=us-ascii
Cont ent - Tr ansf er - Encodi ng: 8bi t

FIGURE 1.3
MIME header example: plain text message.

M ME- Version: 1.0
Content - Type: text/htm; charset=big5
Cont ent - Tr ansf er - Encodi ng: base64

FIGURE 1.4
MIME header example: A HTML/Chinese (Big5) message.

An e-mail message is formed after a memo: it h&odywith the actual message andheader
containing information about the author, date of creatmrbject, and so on. MIME specifies a
number of header fields, which are column-separated keywaitk pairs, to define the structure
of the message body. For example, the header fields in FigBreekcribe that the message body
is composed—and should be displayed—using ASCII-text nmgpd-igure 1.4 indicates that the
body is to be interpreted as a Chinese HTML message thatse@daencoded for transfer.

Another useful MIME content type imultipart to indicate that a message that multiple body
parts that are separated by a unique string.

There are four multipart subtypes. The most common subtypgxedto indicate a series of
generic body parts that carry their own header-fields. Thkeotiner subtypes likalternativefor
representing the same data in different formats like pkxhand HTML, andarallel for parts that
need to be simultaneously processed like sound and grapBaxty parts are bracketed by lines
with only the unique string and usually have their own MIMEaHer fields, as shown in Figure 1.5.

M ME- Version: 1.0
Content - Type: nul tipart/m xed; boundary=uni que- 135711

--uni que- 135711
Content-type: text/plain; charset=US-ASC |

Look at this picture.

--uni que- 135711

Content - Type: i mage/jpeg; nane=picture.jpg
Cont ent - Tr ansf er - Encodi ng: base64

Content - Di sposition: inline

P9j JAAAQSK ... DBKkSEwW8UHRof

UKJgkj hUUOTaOGZs 5wP712Q==
--uni que- 135711
Content-type: text/enriched

<bol d><itali c>BYE! </italic></bol d>
--uni que- 135711- -

FIGURE 1.5
Multipart message example.
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FIGURE 1.6
The general organization of network news.

1.2.2 Network News

Network news, also abbreviated tetnews gained its popularity as part of USENET, a logical
network mainly consisting of many computers that used singdhlup phone lines for message
transfer. The netnews model is that of an electronic bullbbard: messages are put up on the
board to be read and reacted to by others. In netnews, messageeferred to aarticlesthat are
postedin a specificnewsgroup A newsgroup is thus a collection of logically related deticand
forms the electronic representation of a bulletin board.of-technical overview of network news
is given by Comer [2000].

A user provides the netnews system with the name of a newgdnaurder to read articles. The
headerof any new article that has not yet been read by the user istthasferred to the user. If
the user wants to read the entire article, he will requesttfertransfer of the articlebody. After
reading an article, a user can respond by posting a reactitrat same newsgroup (which again
appears as just another article). Cross postings by whictntarhe refers to an article in a different
newsgroup is also possible.

Note that users do not actively delete articles. Howeveréwent that postings consume storage
indefinitely, system administrators generally removechas after some time. Unlike e-mail where
messages are permanently stored until explicitly deleted becipient, this policy makes news
articles impermanent unless special measures are tak&rédlsem permanently.

Principal Operation

The core of the network news system is formed by a huge cmlleof news servers that are spread
across thousands of different sites. A news server, algoresf to aNews Transfer AgeiNTA), is
capable of receiving, sending, and storing articles. Ths&chmganization is shown in Figure 1.6. A
client, called aNews User Ager(NUA), connects to a news server to read and post articlesrfer

or several newsgroups. Likewise, servers connect to eheh w exchange articles as we discuss in
more detail below. Although the figure suggests a princiffiérnce between clients and servers,
no such difference actually exists. In fact, the protocat th used between a client and server and
the one used between two servers is the same. All informatiohange follows thdletwork News
Transfer Protoco[NNTP), specified in RFC 977 [Kantor and Lapsley, 1986].

A news server should connect to one or more existiegys feedswhich are just other news
servers that are willing to exchange articles. In many casesws feed is operated by a separate
organization such as an ISP. When a news server contactssdeaty it requests the transfer of new
articles. There are several operations available to estedilich a transfer of which some important
ones are listed in Table 1.1.
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Operation Description
Returns a list of newsgroups available at the callee with each entry
LIST : o - i
identifying the first and last article in that group.
GROUP Makes a specified group “current,” and returns an estimate of the num-
U ber of articles at the callee in that group.
ARTICLE Transfers (to the caller) a specified article in the current group.
POST Tells the callee that an article has been posted at the caller.
IHAVE Tells the callee that a specific article is available to be sent.
NEWNEWS Returns a list of articles that have been posted at the callee in specific
news groups.
NEWGROUPS | Returns a list of newsgroups that have been created at the callee.

Commonly used operations to establish the transfer ofl@stlzetween two news programs.

The transfer protocol is relatively simple and has not bdegnged since its specification in
1986. However, practice has shown that extensions andtdmsarom the original specification
were needed. In particular, the communication betweeresgrand that between a client and a
server are different enough to warrant further refinemesitsctively leading to two very similar,
yet different protocols. These refinements are describ&¥i@ 2980 [Barber, 2000].

Naming

An important difference between netnews and e-mail is thexetis no need to explicitly name and
lookup news servers. Instead, the address of a news feedumad to be known at the time a
news client or server is configured so that its address caeduily used to setup an NNTP session.
Jointly, these sessions ensure that articlesflaceledthrough the network consisting of netnews
servers. In contrast, for e-mail it is necessary to devisarnaimg scheme by which users and mail
servers can be looked up at runtime. This naming scheme @edde support theoint-to-point
communication in e-mail systems.

Naming in news therefore restricts itself to newsgroupd,ianplicitly also articles. In particular,
it is important to have a suitable naming scheme for the tétisonisands of newsgroups that cur-
rently exist. To this end, a hierarchical naming scheme kas ldevised that is simple, yet flexible
enough to support a large number of newsgroups. A newsgramye iis a series of strings separated
by a dot, such asomp.os.research. In this examplecomp identifies the broad category of news-
groups related to computer science, which is further dividéo newsgroups dealing with operating
systemsds) and, in particular, the one containing articles on redearcthis areargsearch).

Each article has a unique identifier consisting of two pagfsasated separated by the at-sign.
An example of such an identifier Be21led38c$1@news.cs.vu.nl (see also RFC 1036 [Horton and
Adams, 1987]). The second part identifies the host wherertlideawas first entered into the news
system, in this exampleews.cs.vu.nl. The first part is a unique identifier normally generated by
the host named in the second part (and hidden for the usepriraiple, an article’s identifier is
globally unique and is never reused: it is a so-called treatifier [Wieringa and de Jonge, 1995].

1.2.3 Instant Messaging

One of the upcoming means of user-centric communicatiorsadhe Internet is instant messaging.
The model underlying instant messaging is thaswfichronous communicatipm message can
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Alice Bob Alice
b1 . .
H H IM H
Lo i s{servers
\ /‘ ~ddr addr
msg msg
(a) (b)
Alice Bob Alice Bob
. f . .
H IM H IM H IM H
{ UA } : {server} : { UA } { UA } ¢ [ server | i | server | i
" =
\ /\V\addr/] €42 dar €9 —ddr adar
msg msg msg
(©) (d)
FIGURE 1.7

Setting up an instant-messaging connection: (a) directlyfb) through a central server, (c) cen-
tralized, including messaging, and (d) through different grvers.

be successfully transferred only if the destination isingllto receive it at the time it is sent. In
many other respects, instant messaging strongly resetntesl and the two forms are sometimes
integrated into a single system. One of the first one-on-nga@int messaging system was called
“term-talk” an ran on the Plato system as early as 1973. Ornbetarliest full blown instant
messaging systems appeared in M.1.T.'s Athena system i[Bel¥990]. Instant messaging on the
Internet originated amternet Relay ChatiRC, described in RFC 1459 [Oikarinen and Reed, 1993]
and updated in RFCs 2810-2813 [Kalt, 2000]), but becaméyrpapular with the introduction of
ICQ (pronounced as “I seek you”). Currently, there are mansyaint messaging clients, whereas
instant messaging services are provided by large orgamiiaduch as AOL and Microsoft.

An instant messaging system generally has a separate cempoalled gpresence information
service that is used to inform users of each other’s presence (se&&lC 2778 [Day et al., 2000b]).
Such a service allows a user to see whether it is possiblentbaenessage to someone else. When
a user logs in, his presence is published and forwarded &xsblers of that information. Likewise,

a user can indicate that he is temporarily not reachableg®tdgged out. Managing presence infor-
mation is increasingly becoming an important issue asadnsfly affects the privacy of publishers.
We return to presence information in more detail below.

Principal Operation

The principal operation of an instant messaging serviceligegimple. In all cases, we need to
first set up a&channebetween the communicating parties. Let us consider thetbasélice wants
to communicate with Bob. If Alice has Bob’s address then,ringiple, she can setup a channel
directly to Bob’s user agent (UA) as shown in Figure 1.7(a).

The main drawback of this approach is that Bob’s contactestimust be fixed (i.e., the address
where Alice can reach Bob), but also that Alice can setup lizitsal channels to Bob. To alleviate
these problems, many instant messaging services adopthieme shown in Figure 1.7(b). In this
case, a central server keeps track of online clients (whostact address may be different each
time they come online). Alice sends a setup request to thesaho subsequently returns Bob'’s
address, possibly after checking whether Alice is autledrio setup a channel to Bob. Note that
the central server may also be used as an intermedialfaommunication between Alice and
Bob, that is, including the instant messages sent betwesn, ths shown in Figure 1.7(c).
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Status | Alert Description

OFFLINE | No | No instant-messaging client is currently running at the recipient.

ONLINE Yes | The recipient’s instant-messaging client is currently running.

AWAY Yes | The recipient’s client is running, but invitations cannot be accepted.

BUSY No | The recipient’s client is running, but invitations are not notified.

Examples of different states maintained by a presencesnigfiion service. The columalert
indicates whether the recipient is notified when a setupesiarrives.

The obvious drawback of the central server is that it formstamtial bottleneck. This centralized
approach, even when multiple servers are used, is recabaszene of the main scalability problems
in IRC. To circumvent these scalability problems, seversiant messaging servers can be used, as
shown in Figure 1.7(d). In this solution, Alice contacts edhinstant-messaging server and requests
a communication channel to Bob. Her local server then césmtaeserver that controls connections
to Bob, and requests a communication endpoint to Bob’s tcliéfter the proper security checks
have been made and Alice is indeed found to be authorizeditactBob, Bob’s address is returned
to allow the setup of a connection.

This use of a distributed instant messaging service scadfisas only the servers that are local
to Alice and Bob need to assist in setting up a connection. é¥ew it also introduces a lookup
problem, because the server local to Alice needs to locaésBacal instant messaging server. A
simple solution, but one that has not been widely deployeadig¢o follow the same approach as
in e-mail. In principle, every site makes use of a singleansmessaging server and users simply
identify themselves by their e-mail address. Assume Bolngaé address isob@cs.vu.nl. When
Alice wants to contact Bob, her (well known) local instantas&ging server queries the Domain
Name System (DNS) for the instant messaging serves.at.nl, analogous to asking DNS for the
name of the mail server at that site. Once its name is retyitseld® address can then be looked up
using DNS again.

So far, we have assumed that instant messaging takes plgdeetween pairs of individuals. In
general, this need not be the case. Two different forms ofirpalty instant messaging exist. First,
setting up a connection between two parties can easily leadgd by inviting another party, leading
to anad hoc group or chat sessionin this case, each message is sent to all members pairitigjpat
in the session. An invited party cgmin the session, and any joined party can ldaveagain. A
session dissolves when the last member leaves.

The second type of multi-party instant messaging is thrasmealledchat rooms which are
effectively permanent sessions. To enter a chat room, anesels to setup a connection to a well-
known server that handles all communication for that chatreeffectively leading to the commu-
nication scheme shown in Figure 1.7(c). Each message std s@rver is multicast to every other
client that has entered the chat room. Unlike ad hoc grouyag,rooms continue to exist even after
the last member has left. By their nature, a chat room is u$efonline discussions on a very
specific subject, and this is indeed the way that they arergyerganized.

Presence Information Service

As we mentioned, an important component of an instant mesgagrvice is a service that pro-
vides presence information. In a minimalist approach, sus@rvice merely reports whether a user
is online or offline, allowing an initiator to see whether iakes sense to even try to setup an in-
stant messaging connection. However, presence informedin, and often is, extended with other
possible states, as shown in Table 1.2.
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Many variations on these states exist. For example, sonsepce services automatically switch
a recipient fromonlineto awaywhen there has been no interaction with the instant-mesgatient
for some while. Likewise, when an invitation is sent out teeaipient who is currentlypusy the
inviting client may receive a message telling that the otitlkeer party does not want to be disturbed.

It is not difficult to see that where instant messaging byffitserelatively simple, a presence
information service can easily grow into a sophisticated @mplex part of an instant messaging
service. Following the general architecture as describ&HC 2778 [Day et al., 2000b], a presence
information service may also provide the means to segiificationswvhen a client’s status changes.
Such a natification may be useful, for example, when Alicet&am contact Bob as soon as he can
accept invitations again.

Despite its attractiveness, the real problem with this fiamality starts when thinking about
security. In effect, Alicesubscribedo notifications concerning state changes of Bob. Althouwgh i
may seem obvious that Bob should be in full control of periblessubscriptions, practice shows
that this is not always the case. However, as also laid dow#i@ 2779 [Day et al., 2000a], a client
should always be in full control concerning who is allowedsémd instant messages, and who is
allowed to subscribe to presence-state changes. This rhaddleen adopted by the IETF working
group onExtensible Messaging and Presence ProtgdliPP).

In essence, before Alice can subscribe to presence infammedncerning Bob, XMPP requires
that she sends Bob a request for subscription. If this régaeganted, Bob can pass her the
appropriate credentials by which she can obtain a sub&unmipt the presence information service.
Bob, in turn, can always request the presence service tdsoshe Alice.

How simple this model may seem, it has severe implicationghf® design and implementation
of a presence information service. The simplest situatowhen the presence service is imple-
mented as a single (trusted) centralized server. In that ecagnaging subscriptions boils down to
checking lists of subscribers and sending notificationsessied. However, when dealing with a
distributed presence information service, we are esdgntiaaling with the same problems that
general publish/subscribe systems have. Having to managg osers who may be geographi-
cally widely dispersed, scalability problems suddenlydymee paramount and obvious solutions do
not exist (see, e.g., [Carzaniga et al., 2001]). Relatiliglg is known on developing large-scale
wide-area notification systems, let alone when having te facious security attacks.

Naming

Naming is generally straightforward in instant-messagiygtems and mainly concerns identifying
users. For this reason, systems are gradually adoptingrieglenaming scheme. In the case of chat
rooms, instant-messaging service providers generallr affist of topics for which a chat room is
hosted. By selecting a topic, a user is then allowed to joihat session. Naming in such cases is
therefore implicit and of of less importance than with cergtant messaging.

However, naming in many popular instant-messaging systestdl much of nuisance. In par-
ticular, several systems such as ICQ simply provide a un(igung) number that is to be used as ID.
The drawback of using these numbers is similar to using mtaddresses instead of host names:
they are difficult to remember by humans. To circumvent peptd, users simply build local lists of
aliases for those people who are regularly contacted.

1.2.4 Web Logging

As a last example of Internet messaging, we briefly considenereasingly popular form known
as Web logging, or simply “blogging” [Blood, 2002]. A Web Idgr “blog”) can be viewed as
a unidirectional form of messaging: a user simply maintairleg of messages that others can
generally only read. However, the tools that make it possibi readers to react to messages is
growing rapidly. Web logging can be considered analogoustoemns and commentaries in news
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papers. As the popularity of this form of messaging conténioseincrease, communities of similar
logs are starting to grow in which loggers (or “bloggers” lasyt are normally called) are referring
and reacting to each other’s work. In a sense, we are seeihgraomenon that resembles the use
of network news.

There is a lot of Web logging going on, but because most Web &g self-published, precise
numbers are difficult to obtain. Experts, however, agreé \tfeb logging is growing ever more
popular, probably due to the existence of tools and sitesall@av easy entry. Many companies
have an in-house Web log, millions of private Web logs existlee WWW, and there are some
high-volume Web logs that serve a huge number of readers.

One of the bigger sites that allows everybody with a Web beows easily maintain a Web log,
is Blogger plogger.com). According to Blogger, over a million people have usedttlservice to
start a Web log, and subscriptions show an exponential grovitiere are a few big and influential
web-logs. Over the course of 2002, the Web log Drudigedgereport.com) served around a billion
pages. The Web log Slashdatashdot.org), for example, also serves millions of pages per day
with “news for nerds.” Needless to say that Slashdot hasiptelleditors, and that sophisticated
distributed moderating takes place to keep this huge volusabéle.

Principal Operation

The principal operation of Web logging is extremely simpdeuser simply publishes material on
a single site that can be read by anyone accessing that s#ay Mols are available that ease the
process of updating and managing published material, tefédg hiding the technical intricacies
related to Web servers.

An important difference with all messaging systems diseds® far, is that there are, in principle,
no recipients. All material related to Web logging is cortegfly published at a single site that
needs to be polled regularly if a reader wants to keep trackaifiges. Alternatively, some systems
already offer subscription facilities by which readersautomatically notified when updates occur.
In practice, update notifications are simply sent by mearsragil.

1.3 Telecom Messaging

Internet messaging is rivaled in popularity by telecom ragsyy. The two are becoming increas-
ingly intertwined and there is no doubt that they will be fuiitegrated at some point in the future.
Traditionally, telecom messaging was implemenidband that is, making direct use of voice

channels. Examples of in-band telecom messaging are trey$dem, bulletin board systems, and
the French Minitel. A notable exception to in-band telecosssaging is paging, which usually has
a dedicated radio frequency channel. The introduction efgllobal standard for telecommunica-
tions, namelySignaling System number Se\{&%$7), allowed for out-of-band handling of data.

Principal Operation

Both the in-band and out-of-band telecom messaging relynersS7 protocol stack. ITU defined
SS7 as a packet-switching four-layer stack resemblingdferslayer ISO/OSI network stack with
the top four layers integrated into one (for an overview o7 S§ee Dreher and Harte [2002]).
Data packets are sent over the SS7 network to setup (anddea) doice connections. Routing
information is stored in databases callddme Location Registe($1LRS).

From the perspective of messaging, it is interesting to tiwealso (limited sized) data packets
can be sent over the SS7 network, just like IP-packets cartieoser the Internet. This allows
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for the implementation of efficient messaging schemes likeShort Message Service (SMS), and
which we briefly discuss below.

Naming

For telecom messaging, names take the form of telephone ensmiraditionally, these numbers
have been directly used for routing. Dialing34 would get a phone connected to exit four of exit
three of exit two of exit one of the exchange office that thegghbne was connected to. Nowadays,
most telephone numbers have three basic partouatry code an area code and asubscriber
number For local calls, the first two parts need not be explicitig\pded.

Partly due to cellular phones, routing schemes needed tdjbstad and affected the way naming
was deployed. To facilitate a fixed number for these roamingags, the area code in a telephone
number was used to also designate a particular cell-phosmatp, effectively diverging from the
geographical interpretation initially tied to area codesis approach has nowadays been taken an-
other step further, as the original area code is now also tesgelsignate different types of services,
such as toll-free calls, premium-rate calls, normal cetinds, pagers, and so on.

A simple aliasing scheme is used to avoid that users needrtermder numbers, by associating
several letters to a single digit. This may lead to telephmmabers such &655-shoe-shine which
actually stands for the numbg$5-7463-74463.

1.3.1 Short Message Service

One particular popular telecom messaging system in Eunogpé\aia is the Short Message Service
(SMS). As we mentioned, already by the end of 2002 more thali@bSMS messages were sent
daily, and this number is still rapidly increasing. As andasiin Japan the more advanced i-mode
messaging, is similarly popular.

Besides SMS there is tlenhanced Messaging ServiiEeMS), which combines multiple SMSes
into one EMS, and the (technically unrelatédjltimedia Messaging ServigMS), which can
handle much larger messages. Both EMS and MMS can currexghy(2003) not rival SMS in
volume. There is one important drawback to SMS that is rdlédeits use of SS7: it can carry
only very short messages—around 160 characters long, impeui here are more characters in an
SMS message, but some are used to store the callers telephoiber and other data. On the other
hand, SMS messages can be sent independent of voice traffeved if the network is loaded up
to the point where it becomes impossible to make voice cBNAS messages can still get through.
The SMS system is a store-and-forward system, allowing SMSsages to be delayed if necessary.
This makes SMS a very robust service.

As an interesting side note, SMS messages originally wererrietended for subscriber to sub-
scriber usage. They were designed for voice-mail notificati

Principal Operation

SMS can be seen as a service that allows the transfer of a shkiacdcters implemented in the
emphMobile Application Part layer (MAP) on top of SS7. Thare two similar standards, the
American 1S-41 (or ANSI-41) and the international GSM-MAP.

SMS messages are routed by what are known as SMS centers {SMSSMS center sends
an SMS request to the addressed HLR to find the—usually raprécipient. The HLR has two
possible responses. In case ofiaactiveresponse, the recipient is currently off-line. The HLR will
send aractiveresponse when the subscriber becomes available.

The SMS center tries to forward the SMS message to activejghanline subscribers and re-
ceives a reply message stating whether or not the SMS messegsuccessfully delivered. An
SMS center keeps trying to send an SMS messages for a linmited tn the end it always sends
back a report to the original sender of the SMS messagengtsticcess or failure.
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Dimension Values
Time immediate, impermanent, permanent
Direction simplex, duplex

Audience group, world

Address single, list, all

The four dimensions of a taxonomy for comparing messagistesys.

Nowadays, SMS centers are connected to many systems andrketike fax, e-mail, voice-
mail, WWW, IP networks, and so on. It is feasible to send SMBes—and often to—a wired
phone, web-page, PDAs, satellite phone, and so on.

Naming

Telecom messaging, by definition, uses telephone numberarnte the recipient and SMS is no
exception. However, since the SMS centers are intercoeddotmany non-telecom messaging
systems, several extensions have been proposed to allegrsystem sending.

1.3.2 SMS Cross Messaging

Two ways to address a non-telecom messaging system araityipepular,address prefixingnd
keywording With address prefixing, the first part of the SMS messageserved for the address of
the recipient’s naming scheme and is sent to a gateway tsa telephone number. For example,
as SMS message such gshhdoe@cs.vu.nl Dinner at 8?” may be addressed to telephone recipient
8008, which acts as an e-mail gateway, delivering the messageé&r at 8?” to the e-mail box of
johndoe@cs.vu.nl.

With keywording, the telephone number ofarviceis used in combination with a keyword-
like message. For example, the messageather adam” would signal to a service provider that it
should send an SMS message with the weather forecast forefaash back to the sender.

Often a special short (four digit) telephone number is usezbnjunction with address prefixing
or keywording. Given the shortage of four digit telephonenbers, it is common for gateways and
service providers to share a single short telephone nuntlpdriah they can offer several services.
It could be argued that prefixes and keywords actually bequemieof the naming and addressing
scheme used in SMS cross messaging.

1.4 A Comparison

To compare the various messaging systems we have develgagla taxonomy. This taxonomy
is organized along the four most important aspects from #regective of a user, as opposed to
a technical or design perspective. With this taxonomy, argsaging system can be scaled with
respect to four independent dimensions, which are showaliteTl.3.

A messaging system can have one of three values in the timendion: (1ymmediate meaning
that all messages are short lived or available only oncenduai short period, (2mpermanent
meaning that all messages are available pending theiragqriror revocation by some set of rules,
and (3)permanenimeaning that all messages are available indefinitely ualessssage is explicitly
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Dimension E-mail News Web log IM/1-1 IM/group SMS
Time permanent | impermanent | permanent | immediate | immediate | permanent
Direction simplex duplex duplex simplex duplex simplex
Audience world group world group group world
Address list all all list all single

Classification of current messaging systems.

revoked by an authorized user.

With respect to direction, we distinguish two values. Thiueaimplexmeans that arite only
storage or channel is used for sending a message. The reajpienot use the same storage or
channel to reply. A reply has to be directed towards anotioeage or channel. The valakiplex
means that one store or channel is used for both reading atialgwr

The audience describes the sepotentialrecipients of messages. We distinguish the following

two values: (1world, which stands for every user that has the hardware, soff@ateconnectivity
to use the system, and (8youp, which stands for a true subset of all potential recipients.
a grouped messaging system, users cannot send messagesetocaitside their audience, even
though this outsider is ready for any message and uses the Smtem. Restriction of audience
(grouping) can be the result of restrictions related to tifeastructure or implementation. The
system can also limit the audience as a service, securitgunezor due to politics.

In the address dimension a messaging system can have thoes:vél)single if the system
allows only one recipient per message, f) if the system allows for addressing more than one
explicitly addressed recipient (i.e., a list of singles)dg3)all if the system allows for some form
of broadcasting. Note that when all members of an audiene@ddressed, this does not mean
that every addressed recipient will necessarily receich @aessage. As we already saw for Web
logging, a system may require an addressee to explieittha message from storage or a channel.

The four dimensions are truly independent, although nadfalhe 36 combinations are equally
useful. Note that it is easy to confuse audience and addbesh: are subsets of recipients. The
audience comes with the system, and users have no direatriofiuon it. The address, on the
other hand, is something the user determines and the systemottinfluence. The intersection of
audience and address is the set of recipients that willve¢ké message.

Using this taxonomy, we can easily compare the messagingmgsliscussed so far. In Table 1.4
we show how e-mail, network news, instant messaging, wetpihgg and short messaging can be
classified to this taxonomy.

The easiest classification is that for e-mail: messagesegreil the system until explicitly de-
stroyed. Also, it should be clear that e-mail employs ueidiional communication, while, in prin-
ciple, there are no limitations concerning to whom a messagebe sent. E-mail supports both
single as well as multiple-addressed messages.

In the network news systems, articles are normally remoftedsome time. Special archives are
used to permanently store messages, but these do not fontriasic part of news. Communication
can be considered bidirectional as messages can be watterdtread from the same channel. The
targeted audience is always a group, namely the subsctiberspecific newsgroup. Posting an
article is always to all subscribers, which effectively ilap broadcasting.

Web logging messages generally have an impermanent siattusyaare regularly updated. How-
ever, many sites keep old messages available, giving theamagment status. Initially, Web logging
made use of unidirectional storage. However, modern sysprovide an interface to allow readers
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Medium 1996 | 1997 | 1998 | 1999 | 2000 | 2001

Diskette 74% | 88% [ 67% | 39% 7% 1%

Internet e-mail 9% | 26% | 32% | 56% | 87% [ 83%

Other Internet | 12% | 24% | 14% | 16% 2% | 20%

Other 15% 7% 5% 9% 2% 1%

A virus can have more than one medium, so totals can exceed.100

Changes in virus distribution media over time.

to post comments at the logger’s site. This facility essdigtturns Web logging into a duplex sys-
tem. Clearly, there are no restrictions on who can read g Imeaning that the targeted audience
is the entire world. That the system also employs broaduasti because everyone from the tar-
geted audience can actually access the logs. Note thatdasi@th ismplementedhrough polling.

As a result, if a reader does not access the logger’s sitgdtieessed recipient will not be able to
read the message.

We need to divide instant messaging into two groups. Whesidering the one-to-one way of
messaging, it is clear that messages have an immediatectdrarthey are never stored. Likewise,
communication is unidirectional, with a targeted groug teaor rather should be, restricted by the
service provider. As in e-mail, the addressed recipier@shvays a single user. When dealing with
chat sessions, there are two major differences. First, aomgation is now essentially duplex: the
same channel is used to send and receive messages. Alsage®sse always addressed to the
entire group of members that participate in the chat session

Finally, the short messaging systems as supported by tahgpbased infrastructures provide
permanent messages (that can have a expire date). Messagiagn e-mail, unidirectional, just as
the targeted audience can be anyone. Finally, messagessia siystems are addressed to a single
recipient.

1.5 A note on unsolicited messaging

Control concerning the receipt of messages has been bgeithéd upon in the discussion so far.
Although it is not our goal to go into these matters in gredailiethere is at least one issue that
needs to be addressed in this chapter: unsolicited megsdgotably the e-mail system is known
for its great “potential” to send unsolicited messagesgaiers. In the following, let us take a
closer look at two forms of such messaging: the spreadingro$&s and spamming.

1.5.1 Spreading viruses

The e-mail system has become the primary habitat of viresespncluded by a survey conducted in
2001 by ICSA Laboratories [Bridwell and Tippett, 2001] (Jeéle 1.5). This stands to reason since
e-mail offers the largest homogeneous audience, but theneiie that makes e-mail the number one
target.

The primary success factor of most viruseimipersonation With impersonation, a virus uses
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the victim’s identity and messaging address list to sprésaldfito the next collection of gullible
users taken in by the apparent trustworthy origin of the agss This works especially well with
e-mail, where users generally trust the apparent origin.

Furthermore, there are two strategies that work partiulgell in combination with e-mail. In
the case ofelf-replicationa program is sent as part of the message and which handlesrits o
replication after being delivered to the attacked messgagiient. The other strategy @ercion by
which a message (often calledhaa) is voluntarily forwarded by the attacked user, simply hea
it solicits proliferation

The success of the self-replicating e-mail virus is largklg to the predominance of Microsoft's
e-mail client “Outlook.” The mere popularity of this produnakes it attractive to exploit its secu-
rity vulnerabilities so that by targeting Outlook, a virugximizes the number of potential victims.
There have been two successful variants of self-repligatiruses.Wormsexploit bugs in the at-
tacked messaging client to replicate as soon as the vicddsrihe messagé@rojansform malicious
software (often calledhalware that poses as a picture or other harmless data that stplitsateng
when the victim opens the attachment.

E-mail facilitates multi-recipient messages, making gye&heap and effortless to send a single
message to many users. Therefore e-mail also offers actatrattack medium for hoaxes. Two
main indicators that an e-mail is a hoax are the forwardiggest and the lack of a date. Basically,
a hoax is an e-mail version of the traditional chain lettamor, pyramid game or Ponzi scheme.
A hoax traditionally travels without a malware payload asdusually platform independent. A
hoax can be tenacious because well-intentioned users k&apishing it and the most successful
variants thrive on.

1.5.2 Spam

E-mail seems very prone to spam, also called junk-mail oolizited commercial e-mail (UCE).
Other messaging systems as the ones discussed can exp@da fsite. This situation will not
change any time soon, because most spam is actually vetieffe There is a simple reason for
this effectiveness. Even though the vast majority of spareivers simply discard the incoming
spam messages, a small fraction actually does react, aittiegly or accidently. Considering the
size of the targeted group of recipients, and the small atrmfunoney involved in reaching a group
through e-mail, any small response is already enough tcawbsuccess for the sender.

Another related cause for the effectiveness of spam, istdstnders actually hope for complaints
by recipients. Each time a complaint comes in that identifiegecipient, the spammer will be left
with a messaging address that is known to be read (a so-caitagk account). This information
can be sold for a much higher price that addresses of unwkafieounts.

At the moment of writing, spam is largely distributed thrbugrmail, but spam has since long
been a problem for the USENET News system. It is now also bewpan issue for telecom and
instant messaging services.

1.5.3 Protection mechanisms

In several countries, anti-spam laws are active or undesideration. However, it is doubtful
whether any legislation will help. First of all, it will notelp againstcquaintance spanthat is,
spam following a solicited message. Second, many messagétgms can be fooled easily, making
it hard to track down the perpetrator.

Getting rid of unwanted messages like viruses and spam irgiindifficult. In principle, un-
wanted messages can be filtered out at any hop a message fakesnail there are three logical
moments to delete unwanted messages: when it is sent, dogagage transfer, and when it is to
be delivered. Removing (or marking) of unwanted messageddsred to adiltering.
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In principle, filtering is simple. A message is checked agaalist of signatures which are
known (nearly unique) combinations of bytes, and subsetydaleted, or marked, if the signa-
ture is found in the message. For example, if a message nerdaivord referring to a specific
commercial product, chances are it is spam so that it shautteleted.

The problem with filters, however, is that there is alwaysaction of false positives, that is,
messages that are deleted as spam while, in fact, they aréiketise, filters will also lead to a
fraction of false negatives, being spam messages that areecmgnized as such. Practice shows
that keeping both fractions small is difficult. Effectivetdiling will delete most spam messages
(and likewise almost all viruses), while occasionally rmkshg a message for spam, but almost
never wrongly identify a virus. Note that filters need to beated regularly for recognizing new
viruses.

Filtering on signatures requires careful constructiorhefgignatures to minimize false positives.
Most messaging systems allow filtering rules to be hand edafbut this approach is often not
very effective. As an alternative, signature-deleteguan also be constructed by specialists and
subsequently downloaded (often by means of a paid subiserjpiThis approach has traditionally
been used for virus filtering mainly because it is the only wayirus’ signature can be spread
quicker than the virus itself. More sophisticated rules ldatill be needed to catch what is known
as apolymorphic virus that is, a virus that changes itself to avoid detection. Blaeklist filter,
which is also usually downloaded, is a signature-deletethat filters on the senders address. This
type of rule has been successfully used against spam in gte pawever, spam has evolved to
evade this type filtering rendering it increasingly lessfuise

A more sophisticated approach is to generate rules basedtistisal comparison of the content
of previous unwanted messages. Generated rules, becatiseirohdaptive property, have been
proven to be very successful against various new types ahspat could not be detected using
blacklists or other static signatures.

1.6 Toward unified messaging

Given that so many different messaging systems exist, ibisarprising that several attempts are
being made toward their integration into a unifying systemification is generally interpreted
as integration of the existing systems such that users aaoh @ed retrieve any type of message
using only a single interface. Proposals range from redtisimple integration, such as described
by Yeo et al. [2000], to advanced architectures that agtuatbegrate many Internet and telecom
services [Wang et al., 2000].

What many unified messaging systems do is actually cond¢eminghe integration dechnology
rather than the integration of messagimgdels The result is often that a single messaging tech-
nology is used as the nexus for all other systems. E-maihgftays such a role. However, rather
than placing technology as the key integrator, it can beedghiat integration of messaging models
is the key issue. This approach has essentially been adoptést example, the Mobile People
Architecture [Maniatis et al., 1999].

Continuing to follow the user’s perspective, unified megsgds more about models than tech-
nology. A relatively simple model that can cover all four @nsions from our taxonomy is the
following. In this model, which we refer to as thénified MessagingUM) model, each message
is said to betargetedto a specific user or a group of users. For simplicity, we asstirat each
message isfmmutable(i.e., it cannot be changed after being sent), and that susushort. These
properties lead us to use the tefargeted Immutable Short Messawel ISM for short. We use the
nametargetto denote the destination of a TISM.
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Any UM model should address the following requirements:

1. Large-scale messagingny model should be able to deal with handling hundredsltibhs
of messages per day between billions of users.

2. Independence of trusted sites UM model can be implemented using a client-server system
with a trusted server, but also a peer-to-peer communitatimdel [Milojicic et al., 2002], or
even combination of both.

3. Orthogonality of the four dimensions€Every UM model should allow any combination of
time, direction, audience, and address.

4. Prevention of spamEach model must offer maximum control to prevent unsaitimes-
sages, without restricting the freedom of speech.

Especially the prevention of unsolicited messages shaubtlequately dealt with. The following
UM model, described by Wams and Van Steen [2003], does gxtatt. A target protects each
TISM with public key encryption and Blessage Authentication Co@®AC) [Schneier, 1996]. In
this model each target is associated with a unjgpst-keyread-keypair. To post a TISM, the proper
post-key is needed. Likewise, to read a TISM, the proper-kegds needed. Without a read-key, it
is sufficiently hard to reconstruct a TISM, even if a post-keg a copy of the encrypted TISM are
available. Without a post-key, it is very hard to spoof a TI8W&n if the read-key is available. The
unified messaging system (UMS) implementing this UM moddll génerate a post-key/read-key
pair for every new target.

A target is identified by a systemwide unique binary string &&fine darget-1D as this unique
binary string. A (post-key, read-key, target-1D) tuple edted apost/read-tupleLikewise we use
read-tupleandpost-tuple When the UMS creates a target for a user, the user is retarpest/read-
tuple, from which a separate post-tuple and read-tuple eamdated. Typically, a user might create
a target and distribute its read-tuple to others, enabhegntto get the encoded TISMs from the
target (using the target-ID), and to decode those TISMsh(ttie read-key). This is similar to a
Web-log messaging system. Had the user distributed thetpplgt, an e-mail like system would
have resulted.

The UMS user has a number of ways to distribute (key, tai@gttiples. A user could pass on a
tuple wrapped in a TISM. Alternatively, she could distribat tuple through the World Wide Web
or some other generic distribution system, or could storgptetin a (local) name space system
specially designed for the UMS. Other lookup models are falasible.

To utilize the fine-grained control the UMS offers, the useedts a separate target for each dif-
ferent communication partner or group. This may sound cery@specially to users that manage
all their Internet e-mail from one mailbox. However, mosheil users already have many submail-
boxes. Likewise, most instant-messaging systems allovg tieereate any channel/room they want
to. As another example, every netnews user can create alnew* group at will (like the actually
existingal t . swedi sh. chef . bor k. bor k. bor k). Creating a new box or channel, in one of
these legacy messaging systems is limited by the abilityegate a new entry in the accompanying
name space. For example, finding a meaningful name for aahéw* news group that does not
already exist, is hard, as is the case for instant-messafiagnels/rooms. Moreover, the e-mail
submailboxes are usually not publicly addressable.
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1.7 Outlook

Considering the popularity of e-mail and other messagistesys, and the convergence of Internet
and telecommunications, it is beyond doubt that we can éxpesee an exponential growth in
network-based messaging in the near future. Unified masgagi any form, will play a crucial
role. Users will demand a simple messaging model that ispedéent from the devices they use
for composing, sending, and receiving messages.

Another important observation is that messaging will fartimtegrate with the many Web-based
information systems. Message-based ordering is alreaslynom practice, but seamless integra-
tion of messaging, electronic commerce and informatiowices can be expected. Again, unified
messaging will show to be crucial.

An interesting development in this context is moving usardag toward Web servers, effectively
offering end users no more than just a simple interface tsagsg operations that are carried out
at a remote server. This approach is already being taken bib&eed e-mail, which allows users
to access their mailbox from any place provided they haveseto the Web. Using Web clients as
the universal means to access messaging systems, imgtagiification and integration must take
place at the server side. It is yet unclear whether this agtravill succeed if we simply integrate
technologies instead of unifying messaging models.
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