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Abstract.

To alleviate scalability problemsin the Web, mary researchergoncentrateon how to
incorporateadvancedcachingandreplicationtechniquesMany solutionsincorporateobject-
basedechniquesln particular Webresourcesreconsideredsdistributedobjectsofferinga
well-definedinterface.

We arguethatmostproposalsgnoretwo importantaspectsFirst, thereis little discussion
on what kind of coherenceshouldbe provided. Proposingspecific cachingor replication
solutionsmakessensenly if weknow whatcoherencenodelthey shouldimplement.Second,
most proposalstreat all Web resourceslike. Sucha one-size-fits-allapproachwill never
work in awide-areasystem.We proposea solutionin which Web resourcesreencapsulated
in physically distributed sharedobjects. Eachobjectshouldencapsulat@ot only stateand
operationshut alsothe policy by which its stateis distributed, cachedyeplicated migrated,

etc.
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1. Introduction

As the Web continuesto gain popularity we are increasinglyconfrontedwith its limited
scalability Web seners are often unreachablalue to an overload of requestdor pages.
Likewise, we are facedwith long downloadingtimes causedby bandwidthlimitations and
unreliablelinks. Many of theseproblemsarecausedy the growing numberof usersandthe
steadilyincreasingsizeof resourcesuchasimagesaudio,andvideo.

Traditionalscalingtechniquessuchascachingandreplication[20], have beenappliedas
solutions.Unfortunatelyinherento thesaechniguesireconsistencyproblems modifications
to one copy of a cachedor replicatedWeb pagemakes that copy differentfrom the other
replicas. Also, most proposalsassumethat a single consisteng model is required and
appropriatdor all resourcesWith the large variety of Web pagesalreadyexisting, andthe
increasingalternatve applicationsof Web technologyit is clearthatsucha one-size-fits-all
approachwill eventuallyfail. Instead differentconsisteng modelsbasedon the contentand
semanticof Webresourcesvill needto coexist if we areto solve scalabilityproblems.

Considey for example,a seldom-accessguersonalhomepage. Cachingsucha page
is hardly effective anddoing so simply wastesstoragecapacity On the otherhand,it could
make senseto actively pushupdatesof popularhomepagesto areaswith mary clientsto
reducebandwidthandlateng problems.Otherexampleseasilycometo mind.

Another problem faced by the Web is its limited flexibility with regardsto the
introductionof new resourcesand services. Although nonstandardesourcessuchas Jasa
appletshave beenintegratednto theWeb,themeandy whichthisis doneusuallyrequiresa
uniquesolutionfor eachnew type of resource Creatingsuchsolutionsis not alwaysaneasy
task,andthey arerarelyelegant.

It is clearthata differentapproachis neededo overcomethe limited scalability of the



A ScalableMiddleware Solutionfor AdvancedMde-AreaWeb Services 3
currentWeh Our startingpointis that cachingandreplicationare crucialto scalability but
thateffective solutionscanbe constructeanly if we take application-l@el requirementnto
account.In this light, we proposeanobject-basedniddlenvaresolutioncalledGlobe. Key to
our approachare physicallydistributedobjectsthat encapsulat@ot only stateand methods,
but alsocompletedistribution policies.In otherwords,eachobjectin our approactcarriesits
own solutionto thedistribution of its state includinghow thatstateis partitionedreplicated,
migrated etc. Consequenthall implementatioraspectarehiddenfrom clients,who seeonly
theinterfacesofferedby the object.

By offering aframework thatallows usto applyscalingtechnique®n a perobjectbasis,
we will be ableto develop worldwide scalablecomponentgrom which the next generation
of networked applicationscanbe built. To demonstratéhe feasibility of our approachwe
aredevelopinga large-scalewide-areadistributed\Web service. The serviceis transparently
distributedacross (potentiallylarge) numberof senersin aglobalnetwork. In this papemwe
describeGlobeandits applicationto the Webservice.

This papermakestwo main contritutions. First, we shav how scalability problemsin
wide-areassystemsanbealleviatedby a middlevaresolutionin which objectsarephysically
distributed and fully encapsulateheir own distribution policy. Second,we describean
alternatve organizatiorof Web-based@pplicationghatallows usto dealwith distributedWeb
resourcefn aneleggantandscalablevay. We alsoshav how ourservicecanbefully integrated
into the currentWeh

Thepaperis organizedasfollows. In Section2 we describehebasicapproacHollowed
in Globe. How Globecanbe usedto build a wide-areadistributedWeb serviceis described
in Section3, whichis partly basedon our experiencewith a Java prototype.Relatedwork is

describedn Sectiord; we concluden Sectionb.
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2. Scalable Distributed Objects

2.1. Distributed-Objecilechnolagy

An importantgoal of distributed systemss distribution transpaency providing a single-
systenmview despitethedistribution of data,processesasndcontrolacrossamultiple machines.
Therearedifferentkindsof distributiontransparencasshavn in Tablel1. Objecttechnology
cameinto vogue someyearsago as the meansfor realizing transparengc in distributed
systems.For example,accesdransparenccanbe achiezed by following aninterface-based
approachasis in CORBA [22] andILU [13]. Likewise,locationandmigrationtransparenc
canbe supportedoy meansof forwardingpointersasin the Emeraldsystem[14] andmore
recentlyin the Voyagertoolkit [21]. Finally, seamlessntegrationof objectpersistencéas
beeninvestigatedor distributedsystemsuchasSpring[24].

However, whenwe take a closerlook at the way distribution is actually supportedn
object-basedystems,it appearghat objectsare usedonly in a restrictedway to address
transparencproblems.For example,all well-known systemgodayadoptthe remote-object
model. In this model, an objectis locatedat a single location only, whereasthe client is
offeredaccesdransparencthrougha proxy interface.At best,the objectis allowedto move
to otherlocationswithout having to explicitly inform theclient.

Therearea numberof seriousdravbacksto the remote-objectmodel, mostnotablyits
lack of scalability To alleviate scalabilityproblemsit is necessaryo applytechniquesuch
ascachingandreplication. This meanshat multiple copiesof the objectresideat different
locations. Having only a remote-ivocationmechanismavailable,we now have to solve the
problemhow aninvocationis to be propagatedetweenthe objectreplicas. Unfortunately
thereis no standardsolution. For active replication aninvocationor the resultscould be

shippedto every replica. In addition, we generallyhave to implementa total orderingon
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Table 1. Differentkindsof distributiontransparengrelevantfor distributedsystemg12]

Transparency Description

Access transparency Hides differences in data representation and invocation
mechanisms

Failure transparency Hides failure and possible recovery of objects

Location transparency Hides where an object resides

Migration transparency Hides from an object the ability of a system to change that

object’s location

Relocation transparency | Hides from a client the ability of a system to change the location

of an object to which the client is bound

Replication transparency | Hides the fact that an object or its state may be replicated and

that replicas reside at different locations

Persistence transparency | Hides the fact that an object may be (partly) passivated by the

system

Transaction transparency | Hides the coordination of activities between objects to achieve

consistency at a higher level

concurrentnvocations[25]. In the caseof passivereplication updateinvocationsareto be
propagatedo a masteicopy only, whereaseadinvocationscanoftenbeperformedatbackup
copied3]. Therearenumeroussariationson thistheme.

The remote-objecimodel itself provides no mechanismghat supporta developerin
designingand implementingdifferentinvocationschemeswhich is necessaryf we areto

applyscalingtechniquesuchascaching replication,anddistribution.

2.2.Globe: An AlternativeApproad

As analternatve to the remote-objectnodel,we have developeda modelin which processes

interactandcommunicatehroughdistributed shared objectg30]. Like distributedobjects
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in othermodels,anobjectoffersoneor moreinterfaces, eachconsistingof a setof methods.
Objectsare passve, but multiple processesnay simultaneouslyaccessthe sameobject.
Changedo the objects statemadeby oneprocessarevisible to the others.However, unlike
ary othermodel,a distributedobjectin Globeis physicallydistributed meaningthatits state
may be partitionedandreplicatedacrossmultiple machinesat the sametime. Clientsof an
objectare unavare of sucha distribution: they seeonly the interface(s)madeavailableto
themby theobject.

Besidedeingphysicallydistributed,eachobjectfully encapsulateiss own distribution
policy. In otherwords,thereis no systemwideolicy imposinghow an object’s stateshould
be distributed and kept consistent. For example,we may have a distributed objectwhose
stateis replicatedat eachclient, andwheremethodinvocationsareforwardedto all clients.
Anotherobjectmayhave adoptedanapproachn which stateupdateswaysoccuratamaster
copy andaresubsequentighippedo thereplicas.Lik ewise,theremay be objectsthatmove
their statebetweerlocations have their statehighly securedhgainsimaliciousclients,or keep
stateathighly faulttolerantsenersonly. Theimportantthingis thatclientsneednotbeaware
of suchdetailsasthey arehiddenbehindanobjectsinterface.

In orderfor a procesgo invoke an objects method,it mustfirst bind to thatobjectby
contactingt atoneof the object’s contactpoints. A contact address describesuchacontact
point, specifyinga network addressanda protocolthroughwhich the binding cantake place.
Binding resultsin an interfacebelongingto the objectbeing placedin the client’s address
space alongwith animplementatiorof thatinterface. Suchan implementatioris calleda

local object. Thismodelis illustratedin Figurel.

2.2.1.Architecture of a DistributedShaedObject A local objectresidesn asingleaddress

spaceand communicatewith local objectsin otheraddressspaces. Eachlocal objectis
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composeddf several subobjectsandis itself againfully self-containedas also shown in

Figurel. A minimal compositionconsistf thefollowing five subobjects.

Semantics subobject. Thisis alocalsubobjecthatimplementgpartof) theactualsemantics
of the distributed object. As such,it encapsulatethe functionality of the distributed
object. The semanticssubobjectconsistsof userdefinedprimitive objectswritten in
programminglanguagessuch as Java, C, or C++. Theseprimitive objectscan be

developedindependenof any distribution or scalabilityissues.

Communication subobject. Thisis generallya system-praidedsubobjectlt is responsible

for handling communicationbetweenparts of the distributed object that reside in
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different addressspaces. Dependingon what is neededfrom the other components,
a communicationsubobjectmay offer primitives for point—to—pointcommunication,

multicastfacilities, or both.

Replication subobject. The global stateof the distributedobjectis madeup of the stateof
its varioussemanticssubobjects.Semanticsubobjectanay be replicatedfor reasons
of fault toleranceor performanceln particular the replicationsubobjecis responsible
for keepingthesereplicasconsistenticcordingto some(perobject)coherencestratey.
Differentdistributed objectsmay have differentreplicationsubobjectsusing different
replicationalgorithms.

An importantobsenation is that the replication subobjecthas a standardinterface.
However, implementationsof that interfacewill generallydiffer betweenreplication
subobjects. In a sense this subobjectbehaes as a meta-level object comparableo

techniquesippliedin reflectve object-orientegorogramming16].

Control subobject. The control subobjecttakes careof invocationsfrom client processes,
and controls the interaction betweenthe semanticssubobjectand the replication
subobjectThissubobjects neededo bridgethegapbetweertheuserdefinedinterfaces

of the semanticsubobjectandthe standardnterfacesof thereplicationsubobject.

Security subobject. The security subobject representsthe internal protection of the
distributedobjectagainstintruders. The subobjectheckswhetherincominginvocation
requestsare valid, checkswhetherinvocationsare actually allowed, and assiststhe
controlsubobjectn verifying local invocations.Finally, it cancommunicatevith local
securityservices. Like the interfacesof the communicatiorandreplicationsubobject,

theinterfacesof the securitysubobjectrealsostandardized.
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A key role, of course,is reseredfor thereplicationsubobject.An importantobsenrationis
that communicatiorandreplicationsubobjectsare unavare of the methodsand stateof the
semanticsubobjectinsteadboththecommunicatiorsubobjecandthereplicationsubobject
operateonly on invocationmessages which methodidentifiersand parametersiave been
encoded. This independenceallows us to define standardinterfacesfor all replication

subobjectendcommunicatiorsubobjects.

2.2.2. Client-to-ObjectBinding To communicatewith a distributed object, it is necessary
for a procesgo first bind to thatobject. Binding consistsoughly of two phasesfinding the

object,andinstallingtheinterface.This processs illustratedin Figure?2.

Client process @ Name

Naming service

(2)Object handle
[ L »
o] Location service f=--
@Address & " Register address
protocol . contact point
Load &
@ instantiate .
class(es) .
Class(es)g’< - . .
\ @ Make contact

—Local object Distributed shared object

i (Trusted) implementation repository

Figure 2. Binding aprocesgo a distributedsharedbiject.

To find an object, a procesanust passa nameof that objectto a namingservicethat
canresole that name(step(a) in Figure2). The namingservicereturnsan object handle
(step(2), whichis a location-independergnduniversallyuniqueobjectidentifier, suchasa

128-bitnumber which is usedto locateobjects. It canbe passedreely betweenprocesses
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asanobjectreference.The objecthandleis givento alocationservice which returnsoneor
severalcontactaddressegstep(s)).

Thisorganizatiorof anamingandalocationserviceallowsusto separatéssueselatedo
namingobjectsfrom thoserelatedto contactingobjects.In particularit is now easyto support
multiple andindependenthuman-readable)amedor anobject,analogougo multiple links
to afile namein UNIX. Becauseanobjecthandledoesnot changeonceit hasbeenassigned
to anobject,ausercaneasilybind a private,or locally sharechameto anobjectwithout ever
having to worry thatthe name—to—objedtinding changesvithout notice. On the otherhand,
an objectcanupdateits contactaddresseat the locationservicewithout having to consider
underwhich nameit canbereachedy its clients.However, we dorequirea scalabldocation
servicethatcanhandlefrequentupdatef contactaddressem anefficientmannerWe have
designedsucha service[29, 31] andhave implementedaninitial prototypeversionfor tested
onthelnternet.

Oncea processknows whereit cancontactthe distributed object, it needsto selecta
suitableaddresdrom the onesreturnedby the locationservice. A contactaddressmay be
selectedor its locality, but theremay also be othercriteriafor preferringone addressover
another

A contactaddresslescribesvhere and how the requestedbjectcanbe reached.The
latteris containedas protocolinformationin the contactaddress.The protocolinformation
is usedto load classesfrom a (trusted)implementationrepository and to subsequently
instantiatehoseclassegsteps) in Figure2). Finally, theclientneedgo contacthedistributed
sharedbject(step(s). Thelocal objectimplementsheinterface(s)pfferedby thedistributed

sharedobject.
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3. Scalable Distributed Web Services

Toillustratehow ourapproacttanbeappliedto solve scalabilityproblemsof the World-Wide

Web,we discusghedesignof a Globe-basedlistributedWebservice.

3.1. Overviav of the GlobeWeb Service

3.1.1. GlobeWeb Documents The essencef a Globe-basedVeb serviceis thatit allows
clientsaccesgo Globe Web documentsreferredto as GlobeDocs.Conceptuallya Globe-
Doc is adistributedsharedbjectcontaininga collectionof logically relatedWebpagesEach
GlobeWebdocumenmmay consistof text, icons,imagessoundsanimationsetc.,aswell as
appletsscripts,andotherformsof executablecode.We referto thesepartsaselements. The
hyperlinked structureasnormally provided by Web pagess maintainedn a GlobeDoc.An
internal hyperlink thatis partof someGlobeDocyefersto anelemenin thatsamedocument.
An external hyperlink refersto anelemenif anotheiGlobeDoc.

For simplicity, all elementsand hyperlinksof a GlobeDocare collectedinto a single
archve, which is subsequentlyvrappedinto a (nondistrituted) semanticssubobject. This
semanticsubobjecbffersseveralinterfacesasshovnin Table2. In principle,thesanterfaces
areavailableto eachclientthatis boundto the GlobeDoc.Detailson how thesenterfacesare

implementedaredescribedn Section3.2.

3.1.2. DocumeniCoheence What makesour approachuniquecomparedo existing Web
services,is that eachGlobeDochasits own associatedlistribution policy. For example,a
documentcontainingpersonainformationasin the caseof ordinary personahomepages,
may supporta policy by which updatesare always doneat a mastercopy andclientsare
offeredonly remoteaccesso thatcopy. Ontheotherhand,adocumentonsistingof ashared

whiteboardmay adopta policy by which eachclient haslocal accesgo a full replicaof the
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Table 2. Interfacesofferedby the semantic®bjectof GlobeDocs

Interface Description

Document interface | Contains methods for listing, adding, and removing elements to a
GlobeDoc

Content interface Contains methods for reading and writing the content of an element
Attribute interface Contains methods for attributes of elements, such as type, last

modification date, etc.

whiteboard,and by which updatesare immediatelypropagatedo all other clients. Other
distribution policiescaneasilybe associateavith a documentandwill generallydependon
what,how, andwherethe documenoffersfunctionalityto its clients.

For our distributed Web service,we concentratgrimarily on scalability Insteadof
tackling scalability problemsby focusingdirectly on cachingandreplication,we adwocate
thatit is necessaryo concentratdirst on coherencassues.Coherencealealswith the effect
of readandwrite operationdy differentclientson a possiblyreplicateddistributed object,
asviewed by clientsof thatobject. Cachingandreplicationare partof coheenceprotocols
whichimplementaspecificcoheencemodel In Globe ,wedistinguishtwo typesof coherence

models:

Object-centric coherence models describethe coherence distributedsharedobjectoffers
to concurrentlyoperatingclients. The models are basedon those developed for
distributed sharedmemory systems,and include sequentialconsisteng [17], PRAM
consisteng [18], causakonsisteng [1, 10], andeventualconsisteng.

Client-centric coherence models allow a client to expressits own coherenceequirements.
Our approachhereis similar to work donein the Bayouproject[28]. Bayouprovides

mobile usersweak consisteng supportin a replicateddatabase. We have basically
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retainedtheir models,which include scenariodor monotonicwrites, monotonicreads,

writesfollow readsandreadyour writes.

Detailson our supportfor coherencanodelsare describecelsevhere[15]. Important
for our presentdiscussionis thateachGlobeDochasan associate@bject-centriaccoherence
model, which is implementedby meansof the replication and communicationobjects
describedn Section2.2.1.In addition,implementationgareprovidedto supportlient-centric

coherencenodelsaswell.

3.1.3. SystemArchitectue It is necessaryto offer storagefacilities for the various
componentghat comprisea document. In particular being a distributed sharedobject, a
GlobeDocwill generallyconsistof a numberof replicas,eachreplicalocatedat a different
machine.lgnoringsecurityissuedor now, areplicais organizedasa local object,consisting
of a semanticsubobjecta replicationsubobjecta communicatiorsubobjectanda control
subobjectasexplainedin Section2.2.1. In our model, eachreplicais keptat a store. In

principle, clients may performreadandwrite operationsat ary storewherethe document

residesthatis whereareplicais located.We distinguishthreedifferenttypesof stores:

Permanent stores implementersistencef aGlobeDoc.Thismeanghatif thereis currently
no client boundto the document,the documentwill be kept only at its associated
permanenstores.Thepermanenstoreskeepreplicasconsistenaccordingo theobject-
centric coherencemodel that the documentoffers to its clients. A Web sener is an
exampleof a permanenstore.

Object-initiated stores areinstalledastheresultof thedocumensglobalreplicationpolicy.
Replicasare kept consistentindependentof clients although these storesmay, for
performancereasonssupporta wealer coherencanodel than the one guaranteedy

the permanenstores. A typical exampleof an object-initiatedstoreis a mirrored\Web
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site.

Client-initiated stores are comparableto caches. They are installedindependenbf the
replicationpolicy of thedocumentndfall underthe regime of the client processethat
readand updatethe document. A sitewide cacheat a Web proxy is an exampleof a

client-initiatedstore.

----p  Object-initiated replication
— Client-initiated replication

Figure 3. A systenmodelfor replicatedGlobeWebdocumentg¢GlobeDocs).

Storesareorganizedn alayeredfashionasshovn in Figure3. This architectureallows
usto separateeplicasmanagedy seners(permanenandobject-initiatedstores)rom those
managedoy clients (client-initiated stores). Whereaspermanenstoresmustimplementa
document coherencemodel, object-initiatedand client-initiated storesmay offer wealer
coherenceput perhapsoffering the benefitof higher performance. Effectively, for some
applications somedelayin propagatinga changeis often acceptable.lt is generallyup to

theclientto decideto whichreplicait will bind.

3.1.4. Integration with the CurrentWeb It is importantthat GlobeDocsareintegratedinto
the currentWeb infrastructuresuchthat they canbe accesse@nd manipulatedoy existing

tools suchasbrowsers. Our approachs to usea filtering gatavay that communicatesvith
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standardVebclients(e.g.browsers) asshavn in Figure4.

Client browser Gateway

HTTP connection Q

Interface

Local object
Vv

Document representative '
in client’'s browser ‘
. Globe Web document (GlobeDoc)

Figure 4. Thegenerabrganizatiorfor integratingGlobeWeb servicednto the currentWeh

The main purposeof the gatevay is to allow standardWeb clients that communicate
throughHTTR, to accessGlobeDocs. The gatavay is a procesghat runson a local sener
machineand acceptsregular HTTP requestsfor a document. In our model, GlobeDocs
are distinguishedrom other Web resourceghroughnaming. A Globe nameis written as
a Globe URN, thatis a URN (or URL) with globe asschemeadentifier So, for example,
globe://cs.vu.nl/~steen/globe/ couldbethenameof our projectshomedocumentconstructed
asadistributedsharedbject.

The gatavay acceptsall URLs and Globe URNs. Normal URLs are simply passed
to existing (proxy) seners, whereasGlobe URNSs are usedto actually bind to the named
distributed sharedobject. Becausemost browserscannothandle extensionsto the URL
namespace we are forcedto build a front endthat translatesGlobe URNs to a form that
is embeddedh anHTTP URL. For example globe://cs.vu.nl/~steen/globe/ is embeddedhto
the HTTP URL http://globe.cs.vu.nl/~steen/globe/. When a Globe URN is passedo the
gatevay, the gatevay bindsto the GlobeDocnamedby thatURN, andpasseshedocument
statein HTML form to the browser In thisway clientsareunavareof thefactthatthey have
actuallyaccessed distributedsharedbject.

The dravback of this approachs that we are constrainedo the functionality of Web
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clients. In particular this meansthat it may be hard to supportGlobeDocscontaining
interactve parts. Ideally, we can make use of extensiblebrowsersthat can dynamically
downloadthe necessargupportcodefor actually binding to distributed sharedobjectsand
subsequentlpresentinghe objects interfaceso theuser As analternatve, we mayassume
that Web clientssupportJava. In that case,a GlobeDochaving interactve contentprovides
a Java appletthatis downloadedinto the client’'s browser andwhich subsequentlpresents
the objects interfacesin arny way thatis felt appropriateby the developerof the document.
Effectively, we are extendingthe distributed sharedobjectto the Web client by meansof a
simpleJava appletinsteadof usinga Globelocal object. This situationis shavn in Figure5,

andis theapproacHollowedin our prototype.

Client browser Gateway
Local object
Interface | ——+t+— —— +— ¥ -
\ UDP or TCP ¥ :
< connection > Q
1
Java applet representing ‘
the document in the | |
client's browser ‘\\ Globe Web document (GIobqué)

Figure5. UsingJava-enabledrowsersto interfaceto interactive GlobeDocs.

3.2. Constructinga GlobeDoc

Therearemary waysto actuallyconstructa GlobeDocandmalke it availableasa distributed

sharedbiject.In thefollowing, we outlineonesuchsolution.

3.2.1. Constructingthe First Replica Completelyanalogoudo the constructionof Web
pagesa GlobeDocis constructedy first providing all the necessargontent. This includes

HTML files containinghyperlinks,files containingexecutablecode,files for images,audio,
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etc. All thesecontentfiles arethencollectedinto a state archive. Effectively, a statearchve
is a structuredepresentationf theinformationofferedby a document.n our initial set-up,
astatearchieis transferrecasa wholeto clients,althoughit will alsobe possibleto transfer
only thosepartsthata clientneeds.

The statearchve forms the actualcontent,thatis, stateof a semanticobject. Besides
providing the state archve, a developerwill also constructdefinitions of the interfaces
containingthe methodshatgive acces$o a document content.In the casethatthe Globe-
Doc consistof only noninteractre data,suchasHTML text, animationsetc.,all interfaces
andtheirimplementationsregeneratedutomaticallyfrom thearchive. For interactve parts,
suchaseditors,spreadsheetsyhiteboardsand calculators,a developerexplicitly specifies
interfacesin the GlobelnterfaceDefinition LanguaggGlobelDL). OurIDL resembleshose
of CORBA andILU, but hasbeentailoredto describdocal aswell asremoteinterfaces.

The implementationof IDL interfacesis describedby meansof the Globe Object
Definition LanguaggGlobeODL). We supportmplementationsvrittenin C andJava. Note
that a developermay provide severalimplementation®f the sameinterface. For example,
clientsof adocumentontaininga calculator maybe offereda choicebetweeraninterpreted
andacompiledversion.

A statearchive combinedwith theappropriatenterfacesandtheirimplementationss in
facta semantic®bject.We separate¢heinterfacesandimplementationgrom the actualstate,
by collectingtheformerin aclassarchive. A classarchivenotonly containgmplementations,
but alsoidentifieshow thoseimplementationareto be(down)loadedy aclient. For example,
it may identify a specificclassloaderthat first needsto be installedin the client’s address
space.

Takingtheinterfacedefinitionsof thesemanticsubobjectwe thengenerat@neor more

implementations$or the controlsubobjectandaddthoseto the classarchive.
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Thenext importantstepis to selectanobject-centricoherencenodelfor the GlobeDoc,
andaddimplementation$or thereplicationandcommunicatiorsubobjecof thatmodelto the
classarchve. In addition,implementation®f the client-centriccoherencanodelsthat will
be supportedhlsoareaddedo the classarchve. We ervisagethata developerwill generally
choosedefaultimplementationgprovided as part of the developmentkit for documentsand
possiblyfine-tunethoseto specificrequirements.However, thereis nothingthat preventsa
developerfrom providing his own implementatiorof a coherencenodel.

As we have describedso far, a Web documentconsistsof a separatestateand class
archive. Of course,it is alsopossibleto constructmore thanone stateor classarchve, or
alternatvely to combinetheminto asinglearchve. For our presentliscussiorwe ignoresuch

alternatves.

3.2.2. Makinga GlobeDocWorldwide Available Having stateandclassarchivesallows us

to actually constructa distributed sharedobjectto which clientscanbind. First, we make

the classarchive available by storingit in oneor moreimplementation repositories. Such

a repositorycanbe assimpleasan ftp-ablefile system,or assophisticatecisa worldwide

distributeddatabaseWe assumehatwhena classarchve is stored therepositoryreturnsan

implementation handle thatcanbeuniquelyresohedto thearchive. We returnto this aspect
below.

The stateand classarchivesareinitially combinedat one permanenstore,wherethe
first replicais subsequentlynstantiated. The storereturnsa network addresghat can be
usedto contactthereplica. If the storeis willing to make the classarchive availableaswell,
thatis it willing to actalsoas animplementatiorrepository it will additionallyreturnan
implementatiorhandle. At this point, we have actually createda distributed sharedobject.

More replicascanberegisteredat otherpermanenstores providedthosestorescooperaten
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keepingthereplicasconsistentin principle,thisrequireghestoreso runtheimplementation
of thecoherencenodelascontainedn theclassarchie forming partof thereplica.

The distributed sharedobject is registered at the Globe location service, which
subsequentlyeturnsan object handle. A network addressthat has beenreturnedby a
permanenstore,is takentogetherwith oneor moreimplementatiorhandlesasreturnedby
the repositoriesto form a contactaddress.Note that the implementatiorhandlesmplicitly
describethe protocol by which the objectcan be contacted. Thesecontactaddresseare
subsequentlynsertedinto the locationservicesothatthey canbelookedup by clients. The

final stepconsistf registeringtheobjecthandleatoneor more(worldwide)namingservices.

3.3. Client-to-DocumenBinding

Binding a client to a GlobeDocis now fairly straightforvard. We first describethe simple
bindingprocessn whichaclientcontactsa documenatoneof its permanenstores We then

proceedy explaininghow client-initiatedstores suchascachesgcanbe used.

3.3.1. SimpleBinding through PermanentStoes A contactaddresgyenerallyconsistsof
a network addressand protocol information that allows a client to contactan object. In
the caseof GlobeDocs,the protocolinformation consistsof one or more implementation
handles After looking up a contactaddresgor a documenthroughthe namingandlocation
service,a client passeghe implementatiorhandlescontainedin that contactaddresdo a
local implementation service. This serviceis responsiblgor selectingand downloading
an appropriateimplementation. An implementationmay not be appropriatefor several
reasons. For example, the client or the local implementationservicemay requirethat an
implementatiorhasbeencertifiedby a specificauthority Anotherpossiblereasonis thatan

implementatiordoesnot matchthearchitecturef the clientmachine pr thatspecificlibraries
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arenotavailable.

An implementatiorhandleimplicitly refersto the repositorywherethe classarchie is
stored.In the caseof simplerepositoriessuchasanftp-ablefile systemtheimplementation
handlemay consistof an IP addressand a pathnameadentifying the classarchve. More
sophisticatedsolutionsexist aswell. For example,an object-orienteddatabasenay offer
a front end to its clients in the form of a distributed sharedobject. In that case,an
implementatiornandlemaycontainanobjecthandlethatis to beresolhedto acontaciaddress
for that front end. The local implementationservicemustthenfirst bind to the front end
following the completebindingprocedureasdescribedn Section2.2.2.

After animplementatiorhasbeenselectecindtheclienthasloadedheclassarchveinto
its addresspacetheimplementationgi.e., classesndobjects)areinstantiatedfollowedby a
preliminaryinitializationby meansf thenetwork addresshatwaspartof thecontactaddress.
Theclienthasnow setup a connectiorto thereplicathroughthe permanenstore. The store,
in turn, actvatesthereplica,afterwhichthenecessargtateascontainedn thestatearchveis
shippedo theclient. At thatpoint, theclienthastheinterfacesof the GlobeDocatits disposal

andcaninvoke thedocumens methods.

3.3.2.Advancedinding: Selectinga Stoe A clientshouldalsobeallowedto cacheGlobe-
Docsindependentlyf the object-centriccoherencenodelofferedby thatdocumentln case
cachingis to be doneat the client only, we canbasicallyfollow the approachfor binding
throughapermanenstore. Theclientneedonly provide animplementatiorior locally storing
its copy of thedocumen® semantic®bject.

Making useof aproxy cacheasis commornfor mary clientWebsites,is somavhatmore
intricate. We have adoptedhe following model. A processgcalleda cache manager thatis

preparedo offer cachingfacilities registersitself asa cache manager object at the Globe
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locationservice. A cachemanagerobjectis just a distributed sharedobjectwhosecontact
addresss madeonly locally available by the locationservice. A client processwishing to
bindto aGlobeDocausinglocal cachingfacilities,simply passeshedocumens objecthandle
to thelocationservice indicatingthatit is alsopreparedo acceptcontactaddressesf local,
sitewide cachemanagepbjects.

When a contactaddresss returned,the client bindsto the objectassociatedvith the
contactaddressasusual. The contactaddressndicateswhetherthe client is bindingto a
cachemanageobject,orto theGlobeDoc.In theformercasetheclientpassethedocumens
objecthandleto thecachananagepbject. Thecachemanagerin turn,will bindto theGlobe-
Doc atoneof thedocument contactaddresses.

Whenthe cachemanagers boundto the GlobeDoc,it insertsoneor morelocal contact
addresse$or the documentat the location service. The client that originally initiated the
bindingprocesss now instructedo bind to the documentt anaddres®fferedby the cache
managerandto unbindfrom the cachemanagepbject.

Notethatafterthecachemanagers boundto the GlobeDoc subsequentlientscanbind
directly to the documentthroughits local contactaddress(esas insertedinto the location

serviceby thecachemanagerThereis no needto bind to thecachemanagepbjectasbefore.

4. Related Work

To alleviate scalabilityproblemsin the Web, researcthasmainly concentratedn traditional
cachingtechniquesReplicationhasbeenappliedin theform of mirroring popularWebsites.
Recently it hasbeenrecognizedhat more advancedforms of cachingandreplicationare
neededWessel432] proposedo allow senersto grantor dery a client permissiorto cache
a resource.Push-caching9] allows popularresourcego be optimally distributedto other

senersbasednknowledgeof theresources accespatternsin asimilarfashion Baentsclet
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al.[2] proposeareplicationschemen whichreplicasarepushedo acollectionof replication
seners,andin which clientslocatethe nearessener for downloadinga Web page.Harvest
cacheg6] provide a hierarchicallyorganizedsolution,andarecurrentlygainingpopularityin
theWeh An interestingapproachs to keepclientcachesup to dateby have senersinvalidate
entriesonupdateg4]. Thisapproachs alsofollowedin AFS, of whichthedesignerslaimit
canbeusedasthebasisfor building strongly-consistentVebapplicationg26].

Researchhas also concentratecon replication schemedor specific classesof Web
resources.For example,the distribution point model[7] is tailoredto actwve replicationof
relatively staticsetsof bulk, nonreal-timedata.It is mainly applicableto magazine-like Web
documentsuchasthosethatappeaiaselectronicperiodicalpublications.

Hardly arny proposalsxist thatallow eachresourceo have its own replicationscheme.
In the Bayou systema mobile client can specify coherenceequirementdor datathat is
replicatedand distributed acrossmultiple seners[28, 23]. We have adoptedsomeof the
resultsof the Bayou projectin our own work. In the W3Objectssystem,Web resources
are encapsulatedhto distributed objectsthat can have their own replicationscheme[11].
Theirmodelis stronglybasedn the notionof remoteobjects which we argueis lessflexible
thana modelin which objectscanbetruly physicallydistributed. Also, wherewe strive for
distribution transpareng the developersof the W3Objectssystemaim at a highly visible
cachingmechanisnj5].

In general,much work is currently being doneto incorporateCORBA and similar
distributed objecttechnologiesnto the Weh It is especiallythe combinationof Java and
CORRBA thatis receving muchattention[8]. Theseapproaches$ardly tackle the problem
of scalability anddo not provide solutionsfor caching,replicationandconsisteng. In this
respecta perhapsmoreinterestingdevelopments the proposedHTTP-ngprotocol[27] the

goal of whichis to presenta new object-basegrotocolfor the Weh In principle,HTTP-ng
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will allow clientsandsenersto specifyoptionsfor cachingindividual Web pages.

A solution that comescloseto oursis the work basedon fragmentedobjects[19].
Fragmentedabjects like Globes distributedsharedbjects,arephysicallydistributedacross
multiple machinesencapsulatingheir own distribution policy. However, fragmentedbjects
have not beendesignedor worldwide scalabilityanddo not addressachingandreplication

aswedo.

5. Future Research

We have presented@lobes distributedsharedbjectsjin theform of GlobeDocsasasolution
to a numberof the Web’s scalability problems. A GlobeDocis a physically distributed
object encapsulatingone or more Web resources. Each documenttakes care of its own
distributionissuessuchascachingreplication,consisteng, andcommunicationln addition,
our approachprovides a flexible and extensible approachfor implementingfuture Web
resources.

To assessurresearchwe have developedasimpleprototypemplementatiorof a Globe
distributedWebservicein Java. Themainpurposeof this prototypewasto obtainfeedbaclon
thefeasibility of ourapproachandalsoto gaininsightin possiblamplementationsCurrently
we aredevelopingatoolkit in Javathatwill allow usto moreeasilyconstructhe GlobeDocs
asdescribedn this paper

Therearestill anumberof openissueghatwe needto addressWe areinvestigatinghow
we canincorporatesecurityinto our framevork suchthat securitypolicies canbe attached
to individual GlobeDocsin a similar fashionas distribution policies. Also, moreresearch
is neededwith respectto differentcachingand replicationpolicies, and how policies can
be implementecefficiently in a worldwide system.With respecto Globe-basedlistributed

Webserviceswe alsoneedsupportfor partitioninganddistributing statearchves,aswell as
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userorientedtoolsthatreplacemuchof the manualconstructiorof GlobeDocs.
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